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M
When Less Is More

More is better, 
right? Not in the 
case of server 
consolidation.  
We all know that 

consolidation increases the use of 
available computing resources, but 
too much consolidation can be bad 
for your data center. Even for today’s 
virtualization-friendly servers, limits 
are necessary. 

The problem with over-taxed serv-
ers is the effect it has on the rest of 
your data center. When that server 
fails, you can’t start up the affected 
virtual machines (VMs) on other 
servers because there is no comput-
ing capacity available. As a result, all 
of the affected VMs remain offline un-
til the ailing server is repaired and the 
VMs are restarted. 

As with most things, moderation 
is key. Stephen J. Bigelow makes the 
case for restraint in “Achieving the 
Right Level of Server Consolidation.”  
Adding more VMs to servers can 
potentially affect network connectiv-
ity as well. The secret to optimizing 
the network layer is making sure your 
configuration doesn’t create a situa-
tion where critical resources become 
oversubscribed.  

There is plenty that can be done to 
improve and monitor network perfor-
mance for VMs as your consolidation 
ratios grow. Learn Mike Laverick’s tips 
and tricks in “How to Optimize Net-
work Performance to Improve Server 
Consolidation” for better results in 
your virtual data center.

Maybe you’re testing the cloud-
computing waters. How do you know 
if your organization is ready to take 
the plunge? To become cloud-ready, 
you’ll probably have to add features 
to your virtual environment to provide 
greater availability and automation. 
Don’t forget additional features to 
measure resource usage for charge-
back and to offer self-service capa-
bilities. Read “Get Ready for a Private 
Cloud” by Eric Siebert to figure out 
if your virtual environment can meet 
the demands of a cloud architec-
ture—and what changes you’ll have 
to make if it can’t.

Are you pushing the limits of con-
solidation in your data center? When 
is enough enough? Tell us what you 
think—send an email to ccasatelli@
techtarget.com. p

CHristiNe CAsAteLLi
Editor, Virtual Data Center

mailto:ccasatelli%40techtarget.com?subject=
mailto:ccasatelli%40techtarget.com?subject=
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f you’ve ALreAdy worked with 
server virtualization, chances are 
that you understand the impor-
tance of consolidation. It’s prob-
ably the single most important 

consideration in a virtual data center. 
Simply stated, consolidation in-

creases the use of available comput-
ing resources and allows more virtual 
machines (VMs) to operate simultane-
ously on a physical host system. But 
there are practical limitations to con-
solidation—even on today’s most pow-
erful and virtualization-friendly servers. 
Too much consolidation is not a good 
thing, and administrators involved in 
any virtual environment need to con-
sider the serious implications of excess 
consolidation on their data centers.

The role of consolidation has be-
come so ubiquitous that it’s easy to 
forget why we do it in the first place: 
Consolidation saves money. 

Consider traditional nonvirtualized 
environments where one application 
operates on one server. The server 

rarely uses more than 10% of its total 
computing resources for the applica-
tion, and each new service or applica-
tion brought into the environment in-
curs the expense of a physical server, 
network support, power, cooling, 
maintenance and so on.

Virtualization encapsulates work-
loads and lets multiple workloads 
reside together on the same physi-
cal server, allowing administrators to 
use considerably more of the server’s 
CPU, memory and I/O resources. This 
translates into fewer physical servers 
with fewer power and cooling require-
ments. 

In addition, workloads can be 
moved between physical servers us-
ing live migration, allowing real-time 
workload balancing and minimizing 
application downtime for hardware 
maintenance and repairs. Even the li-
censing schemes for Windows Server 
2008/R2 Data Center Edition make 
hosting VMs on the same server more 
cost-effective than ever.

Achieving the Right Level  
of Server Consolidation 
too much consoliDAtion cAn Pose serious Problems  
for enterPrises. strike A bAlAnce to imProve comPuting  
efficiency. By StePHeN J. BIGeLOw

I
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Taken all together, consolidation  
initiatives can vastly improve com- 
puting efficiency and present a sig- 
nifi cant cost savings for modern  
enterprises.

too MuCH server CoNsoLidAtioN
As with so many other things, too 
much server consolidation is not ben-
eficial for data centers or their users. 
But over-consolidation is becoming a 

virtuALizAtioN pLAtforMs HAve evolved a great deal over the last few years, and the 
major offerings from vMware, Microsoft and citrix Systems can support almost 
any kind of workload. as a general rule, all modern applications can readily exist 
as a virtual machine (vM). Still, it administrators would be wise to exercise cau-
tion when planning to move physical workloads into the virtual domain.

old applications can be problematic—especially applications that are custom-
built or otherwise rely on direct interaction with specific hardware. Because 
virtualization imposes a layer of abstraction between the application and the un-
derlying hardware, any applications that “need” access to specific hardware may 
malfunction or experience unacceptable performance issues.

one solution is to update the application using newer programming languages 
and techniques to create a more hardware-agnostic version. however, such up-
grades can be costly and time-consuming. Similarly, it might be possible to replace 
the custom application with a commercial product that you can customize in-
house to accomplish the same tasks. But the time and effort needed to customize 
the commercial application may sometimes be more than the resources needed to 
update the existing application.

in actual practice, it’s often easiest to simply leave the custom application run-
ning on a non-virtualized physical server. and just because an application can ex-
ist as a vM does not mean it should—or even could—be consolidated. 

consider a demanding application like SQl Server or exchange Server. it is 
possible to run SQl or exchange as a vM, but it’s doubtful that you would get ac-
ceptable performance out of the application if it’s forced to share computing re-
sources with 10 or more other vMs on the same physical machine. Demanding or 
resource-intensive applications are best approached with minimal levels of server 
consolidation.

testing is an important part of the consolidation process and should be per-
formed in a lab environment that doesn’t impinge on the production data center. 
testing ensures that the application is suitable for a virtual environment, verifies 
the computing resources required, provides insights into performance and checks 
interoperability in the virtual environment. p

wHeN tO AvOId CONSOLIdAtION
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more familiar phenomenon as organi-
zations seek to stretch their resources 
to the limit. The problem is that virtu-
alization is too easy. 

In years past, the addition of a new 
application or service meant a capital 
expenditure for the server and the 
labor to install it. The group or de-
partment requesting the expenditure 
faced financial scrutiny and had to 

budget for their decisions, and it might 
have taken weeks—or even months—
to implement the deployment.

Virtualization completely changes 
the paradigm. Today’s companies can 
provision a new VM on an existing 
server in a matter of minutes. There’s 
no new server hardware to buy or 
install, and the only immediate costs 
involve the operating system and ap-
plication licenses. 

The desire to make IT faster and 
more responsive has fostered an 
“on-demand” climate where comput-
ing resources are perceived as a free 
commodity that is easily depleted 
with little—if any—regard for the ac-

tual implications on the business.
Some organizations overburden 

their servers as a matter of standard 
practice, with the goal of using 100% 
of the server’s resources. 

“If I’m paying for a four-socket box, 
and I’ve already paid for my [Win-
dows Server] Data Center licenses, 
how many servers can I get on that 
box?” said Todd Erickson, president of 
Technology Navigator, which provides 
business intelligence to the financial 
industry. 

Other organizations bloat their 
servers by accident, fitting new VMs 
onto any server with the available re-
sources to make it work—but without 
any regard to the business implica-
tions involved. In reality, both ap-
proaches are doomed by the serious 
consequences of server over-consoli-
dation.

Application performance and sta-
bility are the first casualties of an 
over-consolidated server as VMs 
compete for scarce computing re-
sources. Every application on the 
server can be affected to one extent 
or another, including backup, disaster 
recovery (DR) and other data pro-
tection tools. 

Less extreme cases may cause only 
hesitation in the application, while 
more extreme situations may crash 
one or more VMs—or even crash the 
entire server. It’s a risk that most ad-
ministrators choose to avoid because 
of the corresponding impact on busi-
ness revenue, customer access and 
satisfaction, and the potential for 
data loss with its compliance  
implications.

some organizations 
overburden their servers 
as a matter of standard 
practice, with the goal  
of using 100% of the 
server’s resources.
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A host failure with a high consolida-
tion ratio on a single host can affect 
a lot of VMs when it goes down. And 
once a failure occurs, all of those af-
fected VMs have to restart—either 
on the original server or across one or 
more other servers in the data cen-
ter. The recovery process can place 
significant stress on the entire virtual 
environment. 

Over-consolidation also impairs live 
migration capabilities within the envi-
ronment. Even though most adminis-
trators don’t allow automatic migra-
tion, the ability to move workloads 
on-demand is an essential benefit of 
virtualization. When servers are taxed 
to their limit, however, it’s almost 
impossible to move workloads. Just 
consider what happens when a server 
fails. You can’t start up the affected 
VMs on other servers because there 
is no computing capacity available, so 
all of the affected VMs remain offline 
until the server is repaired and the 
VMs are restarted.

Ultimately, many experts suggest 
remaining within a moderate level of 
server consolidation where only about 
60% to 70% of a server’s resources 
are normally used. The actual per-
centage will depend on your particu-
lar business situation, but the under-
lying goal is to leave some amount of 
computing resources unused. 

Businesses still benefit from greatly 
improved computing efficiency—
up from 5% to 10% utilization in a 
nonvirtualized environment—while 
maintaining enough reserve resources 
to restart VMs without straining the 
server. In addition, the remaining 

computing resources allow VM mi-
gration between servers to balance 
workloads or support maintenance 
efforts.

eAsiNg exCessive server  
CoNsoLidAtioN
One of the easiest ways to prevent 
excessive consolidation on a server 
is to implement suitable IT practices 
right from the outset. Erickson points 
out the dangers in over-committing 
the server’s available computing 
resources—a practice he calls “thin 

provisioning” the server. For example, 
vSphere and XenServer both support 
a memory over-commit feature that 
allows an administrator to provision 
more memory than is physically avail-
able on the server.

“Nobody ever does thin provision-
ing as a best practice,” Erickson said. 
“If you’re doing any kind of thin pro-
visioning, you’re probably already 
bumping up against a consolidation 
ceiling.” The problem is that exhaust-
ing an over-committed resource such 
as memory can potentially impair 

A host failure with a  
high consolida tion ratio 
on a single host can  
affect a lot of vms when 
it goes down.
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the VM’s performance or stability, he 
said. 

And even when a company em-
braces over-committing resources as 
a practice, the amount of over-com-
mitment that is considered accept-
able is always prone to increase as 
more VMs are crammed onto physi-
cal servers. 

For example, a server with 48 GB 
of physical memory and 52 GB of al-
located memory—4 GB of memory is 
over-committed—may seem accept-
able at about 10% over-commitment, 
but that server is over-consolidated. 
“You’re setting the stage for prob-
lems,” said Erickson, adding that the 
organization inevitably accepts in-
creasing levels of over-consolidation, 

further increasing the risk of failures 
over time.

Suitable management tools can 
help identify over-consolidated serv-
ers and allow administrators to fore-
stall problems before they arise. Ex-
perts emphasize that proactive man-
agement allows proactive develop-
ment of the environment—finding and 
fixing potential resource problems 
before they even arise. No IT depart-
ment should have to run out and buy 
a new server in response to comput-
ing resource shortages. 

“At the end of the day, you’ve got 
to be constantly looking into your 
management console and understand 
what you’re running at for resources,” 
said Scott Roberts, director of  

No MAtter How much consolidation you support in your environment, it’s always 
a good practice to run benchmarking tools or other utilities to report on perfor-
mance or computing resource levels. this practice puts administrators into a posi-
tion where they can correlate a numerical relationship to application performance 
or user experience. 

By reviewing the benchmark reports in the wake of an alarm or user complaint, 
it might be possible to spot a discrepant benchmark counter and troubleshoot po-
tential problems more quickly. when benchmark counters are studied over time, 
an administrator can observe changes in resource use that might signal the need 
for upgrades, workload balancing, a new server, or to make other capacity plan-
ning decisions.

the need for objective benchmarking or resource reporting increases along 
with consolidation—more computing resources are used on the server, and more 
virtual machines are impacted by any changes in the server’s state. Fortunately, 
there are benchmarking and reporting tools available with all three main virtual-
ization platforms. there are also numerous third-party tools available, including 
novell inc.’s plateSpin recon and vkernel capacity analyzer. p

tRACkING CONSOLIdAtION ANd PeRfORmANCe

http://searchdatacenter.techtarget.com/tip/0,289483,sid80_gci1515088,00.html
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information technology for the Town 
of South Windsor, Conn. “You don’t 
want to get to the point where people 
are calling with problems.”

The information derived from mod-
ern management consoles can also 
help with other important tasks such 
as workload balancing and capacity 
planning. Workload balancing ana-
lyzes the distribution of VMs and the 
resources they require and then gen-
erates recommendations for organiz-
ing or moving workloads that result in 
a more efficient environment. 

Those tools can sometimes “find” 
capacity that may have been ob-
scured by careless or inefficient 
workload deployment. Sound capac-
ity planning practices are needed to 
evaluate resource use over time and 
ensure that resources are available to 
meet the future demands.

reevALuAtiNg CHArgebACk  
poLiCies
Another means of limiting VM growth 
and easing the spiraling demand 
for server resources is to consider 
or reevaluate chargeback policies. 
Chargeback has been a delicate mat-
ter for many organizations, and the 
consolidation of multiple VMs onto 
fewer servers has only complicated 
the concept. But an organization that 
can assign or allocate IT costs back 
to the business units that request 
them will be able to make informed 
financial justifications for computing 
services and resources. “As soon as 

[departments] start paying for it, they 
understand that there’s value,” Erick-
son said.

Implementing some form of VM 
lifecycle management can also help 
undo and prevent the waste of VM 
sprawl. Tools like VMware Lifecycle 
Manager can identify VMs that may 
not be needed anymore. Removing an 
obsolete VM will free those comput-
ing resources for other VMs. 

It’s not just a savings of memory 
and CPU. Removing unnecessary 
VMs also saves storage space and 
eliminates those superfluous backup 
needs that sometimes forestall ex-
penses like upgrades and new server 
acquisitions—saving considerable 
capital for the organization.

Finally, it’s important to consider 
the role of new hardware in virtual 
server consolidation, and regularly 
funded technology refresh cycles are 
ideal opportunities to ease over-con-
solidation by integrating newer and 
more powerful server hardware into 
the environment. For example, simply 
moving from dual-core to quad-core 
processors can multiply a server’s 
available CPU cycles, yet the server it-
self will probably cost little more than 
the older server that you’re replacing. 

A technology refresh may also be 
the right time to consider more ca-
pable networking technologies such 
as 10 GbE or Fibre Channel over  
Ethernet, which can provide high 
bandwidth and low-latency I/O criti-
cal to highly consolidated virtual  
servers. p
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Get Ready for a Private Cloud
AnAlyze your whole infrAstructure before DeciDing to mAke the 
move to A PrivAte clouD environment. By eRIC SIeBeRt

verybody is talking 
about cloud computing 
as an alternative  
to traditional comput-
ing models, but many 

are leery of relinquishing control to 
a public cloud provider. As a result, 
companies looking to embrace cloud 
architecture are creating their own 
private cloud environments. What 
defines a private cloud infrastructure 
compared to a traditional data cen-
ter? Can you just declare your existing 
data center a private cloud and  
be done with it?

It’s not as simple as that. Private 
clouds are those that a company man-
ages itself and deploys in its own data 
center, but they have several charac-
teristics that distinguish them from 
traditional data centers, including:

Dynamic scalability. The amount 
of available resources should be able 
to dynamically increase or decrease 
based on demand. 

High availability. The cloud infra-
structure should have as much uptime 

as possible with minimal unplanned 
outages. 

Chargeback model. Cloud re-
source consumption should be moni-
tored and measured to calculate user 
chargeback. 

Self-service. Users themselves 
should be able to request and provi-
sion cloud resources as needed. 

Automation. Processes within the 
cloud infrastructure should be as au-
tomated as possible to ensure timely 
deliverables to users.

You should also assess your en-
vironment’s readiness to become a 
private cloud. Virtualization is one of 
the key requirements for building a 
private cloud infrastructure, so first 
determine if your virtual environment 
can meet the demands of a cloud ar-
chitecture—and what changes you’ll 
have to make if it can’t.

Because clouds are dynamic envi-
ronments, they must be able to han-
dle peak workloads when they occur 

E
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—not just meet the demands of aver-
age workloads. You will most likely 
have to add features to your virtual 
environment to provide greater avail-
ability and automation, measure re-
source usage for chargeback and offer 
self-service capabilities.

privAte CLoud  
iNfrAstruCture produCts
These features are sometimes avail-
able from hypervisor vendors, either 
as companion products or in more ex-
pensive editions. For example, some 
VMware vSphere editions offer Dy-
namic Resource Scheduler, VMotion, 
High Availability and Fault Tolerance, 
which help balance host resources 
and also provide high or continuous 
availability for virtual machines. The 
VMware vCenter Server product line 
also has LifeCycle Manager, Orches-
trator and Chargeback for automa-
tion, chargeback and provisioning.

Otherwise, there are many third-
party vendors that offer the features 

you will need in a private cloud in-
frastructure. VKernel has a Capac-
ity Analyzer product for Microsoft 
Hyper-V and VMware environments 
and also a Chargeback product for 
VMware. Akorri Inc.’s BalancePoint 
has many features that are critical to 
cloud environments, including charge-
back, capacity planning and reporting. 
In addition to supporting both Hyper-
V and VMware environments, Akorri 
also supports physical servers—in 
case parts of your private cloud infra-
structure are not virtualized.

Purchasing a storage system that 
meets the requirements of your pri-
vate cloud but that isn’t adequate for 
virtualizing the rest of your infrastruc-
ture can be an expensive mistake. 
Likewise, when it comes to networks, 
you must consider maximum re-
dundancy and sufficient bandwidth 
capacity to ensure that your cloud is 
highly available.

privAte CLoud storAge ANd  
Network virtuALizAtioN
There is more to private clouds than 
server virtualization. You should also 
look to deploy storage and network 
virtualization to ensure maximum in-
teroperability between all the layers of 
your private cloud.

Storage virtualization consolidates 
multiple storage devices into a single 
resource that reduces the back-end 
complexities and provides a more 
simplified view. In addition, many 
storage products integrate directly 
with server virtualization platforms to 
provide automation, intelligent multi-

Purchasing a storage 
system that meets the 
requirements of your  
pri vate cloud but that 
isn’t adequate for virtu-
alizing the rest of your 
infrastruc ture can be  
an expensive mistake.
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pathing and failover, which are benefi-
cial to cloud architectures.

Network virtualization combines 
the physical and virtual networks so 
you can manage and administer them 
as one network. Products such as the 
Cisco Nexus 1000v extend the ad-
vanced features commonly found in 
physical switches to virtual environ-
ments and have better security, man-
agement and quality of service for 
your private cloud.

wHAt Not to virtuALize  
iN A privAte CLoud
A final consideration is whether or not 
you need to virtualize everything in 
your private cloud. Cloud applications 
are typically multi-tiered, and you 
should consider whether or not you 
need to virtualize all those tiers to sat-
isfy the requirements of your cloud.

The nature of a cloud may require 
some of the tiers to dynamically in-
crease resources when needed, but 
it may not require that from all tiers. 
Determine which applications will 
benefit most from virtualization and 
which ones you may not need to vir-
tualize.

Even though virtualization does 
have additional benefits unrelated to 
cloud computing, it may not make 

sense to virtualize all existing applica-
tions—especially those that would be 
expensive.

On the other side of that argument, 
however, not virtualizing all your tiers 
can make chargeback more difficult, 

because your resources will span 
both virtual and physical servers. As-
sessing your needs and requirements 
early on during the planning process 
is the key to deciding what you will 
virtualize in your cloud and what you 
will not.

Be sure to include your whole in-
frastructure in your analysis. Servers, 
storage and networks all have specific 
requirements and dependencies, and 
neglecting any one area can nega-
tively affect the other areas. p

As sessing your needs 
and requirements early 
on during the planning 
process is the key to  
deciding what you will 
virtualize in your cloud 
and what you will not.
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s busiNesses Move up into 
the next generation of 
virtualization, consoli-
dation ratios will rise. 
Adding more virtual 

machines to servers can easily stress 
the underlying physical hardware re-
sources and potentially affect network 
connectivity.

A number of factors contribute to 
this situation. First, hardware vendors 
are increasing the amount of sup-
ported physical RAM in the host. In 
turn, hypervisor vendors are updating 
their software to address this memory.  

Additionally, as businesses em-
brace the virtual desktop approach, 
they will begin to see a greater den-
sity of virtual machines (VMs) per 
physical box because virtual desktops 
are generally less memory-hungry 
than server-based VMs. Memory 
has typically been the biggest single 
constraint in achieving increased con-
solidation ratios. As that hurdle slowly 

drifts away, concern is turning to 
the other areas that could be perfor-
mance bottlenecks—namely the IOPS 
generated by network traffic.

virtuAL MACHiNe optiMizAtioN
The key to optimizing the network 
layer is making sure your configura-
tion doesn’t generate unnecessary 
contention, which is the general term 
that many virtualization vendors 
use to describe a situation where 
any critical resource becomes over-
subscribed. And, there’s little to be 
gained from two network-intensive 
VMs being placed on the same hyper-
visor using the same NICs. This would 
potentially create contention as they 
compete for an underlying resource. 
The same applies to such resources 
as the CPU or memory. 

In some cases, however, such a 
configuration would be appropriate. 
For example, if there are two VMs 

How to Optimize Network  
Performance to Improve Server 
Consolidation
leArn tActics to monitor stresseD hArDwAre resources thAt  
cAn Affect network connectivity. By mIke LAveRICk

A
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that communicate with each other 
frequently and transfer large amounts 
of data, it might be the case that they 
should reside on the same host. 

When two VMs speak to each other 
on the same vSwitch and on the same 
host, the physical data layer is not 
touched at all. All network communi-
cation happens within the hypervisor. 

In this case, the system would not 
be throttled by the speed of your net-
work but rather by the speed of the 
physical hosts, CPU and bus. A good 
example of this scenario would be the 
communications between a front-end 
Web server and a back-end database. 

So as you can see, the simple adage 
of “avoid contention” works in most 
cases, but true network optimization 
requires that you understand the re-
lationships between your VMs as well. 
Most virtualization management soft-
ware allows you to express these re-
lationships in the form of anti-affinity 
and affinity rules (see Figure 1). 

You can create rules that say, for 
example, that a database and Web 
server must reside on the same host 
but that each of your Microsoft Ac-
tive Directory VMs must never reside 
on the same host. This allows you to 

maintain the application scalability 
and availability that most vendors 
achieve by scaling out—as opposed to 
scaling up—their technologies. 

The next step in optimizing your 
VMs for network connectivity is to 

Figure 1

Anti-affinity and Affinity  
This shows anti-affinity and affinity rules in VMware’s  

Distributed Resource Manager configuration.

when two vms speak  
to each other on the 
same vswitch and on  
the same host, the  
physical data layer is  
not touched at all.
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ensure that the guest operating sys-
tem that resides within the VM has 
been correctly configured. Most vir-
tualization vendors allow you to con-
figure the VM with an optimized net-
work driver that sits inside the VM. 

For example, VMware has the 
vmxnet2 and vmxnet3 driver sets, 
whereas Microsoft Hyper-V has the 
concept of a synthetic network device 
(see Figure 2). For these to work, you 
have to install the integration soft-
ware that ships with the virtualization 
vendor.

Enhanced network drivers reduce 
the number of CPU cycles required 
on the physical machine to move net-
work packets from the virtual world to 
the physical world. Without them, you 
would probably see reduced network 
performance and an increase in CPU 
use on the physical server. 

These drivers offer a discrete 
amount of paravirtualization to the 
guest operating system making it 
more VM-aware than it would be 
without them. Paravirtualization is a 
general attempt to make any part of 
the system more tuned to a virtual-
ized environment. 

Additionally, these drivers are of-
ten a requirement to leverage more 
advanced network enhancements. So, 
for example, if you want to offer larger 
maximum transmission unit (MTU) 
sizes to the guest operating system, 
the installation of their enhanced net-
work driver type will often be a  
requirement. 

Remember: On its own, virtualiza-
tion doesn’t necessarily make your 
guest operating system run any 
quicker. If a VM outperforms a physi-
cal server, it will be largely because 

Figure 2

Microsoft’s Hyper-V Technology
This shows the ability to add a synthetic network adapter,  

as opposed to the Legacy Network Adapter. 
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of external forces, such as having a 
faster physical server, more resources 
to the VM than the operating system 
previously endured in the physical 
world or a storage layer that has been 
upgraded. 

The optimization you learned in 
the physical world with Windows or 
Linux still applies to the virtual world. 
So if you learned how to modify the 
Windows registry to tweak the per-
formance of TCP/IP, those optimiza-
tions are still likely to pay dividends 
in the virtual world. The same applies 
to other tweaks such as changing the 
firewall settings and disabling un-
wanted services that might generate 
a network load that is not needed for 
your application to function. 

Hypervisor optiMizAtioN
Once you are happy that the right 
VMs are running on the right hosts 
and that the correct guest operating 
system customization and optimiza-
tion has been carried out, the next 
area you should focus on is the un-
derlying vSwitch configuration of the 
hypervisor. 

A couple of key configuration set-
tings exist in any hypervisor that 
can be used to guarantee optimized 
network performance. Once again 
it’s about avoiding contention and 
oversubscription to the underlying re-
source. 

First, it’s important to create NIC 
teams for dedicated network traffic 
types. There are generally six traffic 
types in most hypervisors:

Managementpp

IP-based storage (optional)pp

Live migrationpp

High-availability heartbeatpp

Fault-tolerance (specific  pp

to VMware)
Virtual machinespp

In the ideal world, each traffic 
type should be serviced on a dedi-
cated physical NIC. If redundancy is 
deemed a requirement for the traffic 
type in question, then more than one 
NIC could easily be bonded together 
to create a NIC team. That is often 
a best practice or recommendation 
from the virtualization vendor. 

However, there is room for maneu-
ver if your hardware doesn’t have a 
healthy number of NICs or the plat-
form prohibits the configuration—for 
example, on older blades that support 
only two NICs per blade. 

Some administrators place their 
live-migrate traffic on their manage-
ment network because historically 
this has been an underused chunk of 
bandwidth. Despite the use of VLAN 
tagging, you may want to separate this 
traffic for security compliance as well. 

The key here is to make sure the 
underlying network traffic that allows 
the hypervisor to function—manage-
ment, IP-based storage and live-mi-
grate traffic—does not affect the VMs. 
So storage and live-migrate traffic, 
which can be particularly bandwidth-
intensive, should be on separate phys-
ical NICs.

Another area of vSwitch optimi-
zation can be achieved by enabling 

(Continues on page 17)
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tHe MAxiMuM trANsMissioN unit (MtU) setting within the hypervisor is configu-
rable in many different ways and locations. For instance, if you are using Standard 
vSwitches in vMware, you would use the command line tool esxcfg-vswitch to set 
the MtU value. and if you are using vMware Distributed vSwitches (see Figure 
3), you find it as a setting in the dvSwitch itself.

in Microsoft’s hyper-v, the configuration is held on the properties of the local 
area connection or network team, and it is controlled essentially by the vendor of 
your network cards (see Figure 4).p

SettING mAxImum mtu

Figure 4

Figure 3

MTU in DvSwitch

Microsoft Hyper-V Configuration
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jumbo frames. This packet type has 
a much larger MTU size of anywhere 
up to a maximum of 9,000 on most 
modern networks. Increasing the 
MTU value from the standard value 
of 1,500 to a larger value improves 
performance across the board for all 
traffic types whether they are virtual 
or physical. 

This happens because fewer frames 
are used to send the same volume of 
data.  Because fewer frames are being 
sent, overhead is reduced. This results 
in fewer TCP/IP acknowledgement 
packets. 

Implementing a larger MTU value 
is not a task to be undertaken lightly. 
For the benefits to be tangible, every 
component—the physical switch, the 
vSwitch and the VM—will need to be 
correctly configured. In cases with se-
cure communication using protocols 
like SSL, a poor configuration of the 
MTU value could stop communication 
altogether. 

Other optimization areas to inves-
tigate are any settings you can enable 
to improve the algorithms associ-
ated with the use of teamed network 
cards. The most common use of 
teamed network cards is to offer re-
dundancy to the network, especially if 
NICs are split across different Layer- 
2 switches. 

But many hypervisors adopt team-
ing policies by default that are de-
signed more for compatibility than 
for better optimization of the net-
work layer. Most people assume that 
merely by teaming the NICs together 
they will double or triple their avail-

able bandwidth, but for many hypervi-
sors this is not the case. 

A lot depends on the way the hy-
pervisor has been developed, and 
the default settings may indeed need 
modifying. For example, the default 
in VMware is to use a policy called 
Originating Port ID. This carries out a 
round-robin on the network cards in 
an effort to distribute traffic load. 

Although this offers excellent com-
patibility in many different network 
environments, it is not the most op-
timized policy to adopt. Switching to 
a load-balancing policy that uses IP 
data is usually the best approach.   

MoNitoriNg vM trAffiC
Moving away from optimization, it’s 
worth dwelling on the methods avail-
able for monitoring your network I/O 
and investigating the possible causes 
of slow networking. Just how do the 
symptoms show themselves in virtu-
alization software. 

Although the approaches described 
thus far are those that can be made 
to optimize network configuration, 
the reality is that poor network per-
formance can often be attributed to 
sources outside virtualization. 

If an application owner reports slow 
networking then it is worth making 
sure that what they are experiencing 
is not caused by a bottleneck in the 
wide-area network. There may be an 
outage or routing problem that has 
yet to be reported or discovered. 

Another area to check is in the IP 
configuration. Simple tools like ping, 

(Continued from page 15)

(Continues on page 19)
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CAre Must be taken to confirm that the physical switches support the correct proto-
cols and standards. For example, in the case of vMware’s ip hash policy, the phys-
ical switch needs to be enabled for the ieee 802.3 link aggregation feature. in the 
case of vMware, the configuration is carried out on the properties of the vSwitch.

Microsoft hyper-v (see Figure 5) is the function of your vendor’s network set-
tings. the interesting thing here is that you may have more vendor-specific propri-
etary options from the nic vendor. For example, in the case of intel network cards, 
there is a specific option for virtual Machine load Balancing. 

For the new release of vMware vSphere 4.1 and citrix XenServer 5.0, you will 
find that modern hypervisors ship with some kind of network i/o settings that al-
low you to control bandwidth as it leaves and enters the hypervisor. these controls 
are new, and it remains unclear how significant this development will be. 

Some customers may prefer to handle the iopS controls by using methods 
available outside of the physical server—and embedded in the new 10/20 gps 
hardware that allows the administrator to control bandwidth allocations indepen-
dent of hypervisor version or vendor. remember the configuration changes don’t 
necessarily double or triple your bandwidth available, but they should increase the 
overall i/o capabilities of the hypervisor in question. p

OPtImIzING PHySICAL SwItCHeS

Figure 5

Microsoft Hyper-V Physical Switches
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pathping, tracert and nslookup can 
still be useful in diagnosing network 
problems. For example one of the 
most common problems is poor or in-
correct DNS configuration.

Another place to check is the con-
figuration of the application within 
the VM. If there a setting or an option 
that could significantly degrade net-
work performance—perhaps the appli-
cation polls the network for availabil-
ity of external network components—

then this can lead to unnecessary 
traffic. 

Once you have excluded these as 
potential problems, it’s worth confirm-
ing if the components that are opti-
mized have been configured correctly. 
Next, check whether the network 
problems affect just the VM in ques-
tion or all the VMs on the same host, 
which is a good way of figuring out 
whether the problem is specific to the 
application owner’s VM or whether 

it represents a systemwide problem. 
Most hypervisor vendors offer net-
work tools that allow you to monitor 
traffic coming in and out of the VM. 

In the case of VMware, you can use 
a utility called esxtop to see network 
statistics (see Figure 6) and trouble-

shoot performance problems. Hitting 
n on the keyboard toggles esxtop to a 
network mode, and f on the keyboard 
allows the administrator to add addi-
tional fields.

Figure 6

Checking Network Stats Using the Esxtop Utility 
VMware’s esxtop utility allows administrators to view network statistics.

(Continued from page 17)

most hypervi sor  
vendors offer network 
tools that allow you to 
monitor traffic coming  
in and out of the vm.
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These utilities allow you to see how 
much bandwidth is actually being 
used by the VM and if the physical 
system is seeing a significant number 
of dropped network packets. They 
also show the rate of transmit and re-
ceive on the system.  

When packets are sent out but 
are not receiving acknowledgement, 
it can indicate a problem with NIC 
Teaming algorithms referred to as 
the Reverse NIC Team problem. In 
this scenario, advanced NIC Team-
ing has been enabled, and although 
packets leave the physical host via 
one network layer, they arrive back at 
the host via the wrong physical switch 
and to the wrong NIC. 

Serious problems such as this may 
need wider investigation. In some 
cases, it can result in the abandon-
ment of particular NIC teaming policy 
that has been deemed as not reliable 
enough for the wider network. 

Plenty can be done to improve 

and monitor network performance 
for VMs as your consolidation ratios 
grow. The key to the best optimization 
is following your virtualization ven-
dor’s best practices while modifying 
them to suit the unique traffic char-
acteristics of your network. The most 
critical part is to understand the re-
lationships between your virtual ma-
chines and the wider physical world.p

the key to the best 
optimiza tion is following 
your virtualization  
vendor’s best practices 
while modi fying them  
to suit the unique traffic 
characteristics of your 
network.
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