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Preface

Undoubtedly, this thesis contains many inaccuracies and omissions. One
of the most glaring is the single author name on the cover: Although I
doubt any Ph.D. thesis is really the sole work of its defender, especially
an interdisciplinarywork such as this thesis is the product of many hours
of talking and collaborating. I started this thesis with little knowledge of
both Communication Science and Knowledge Representation, and I am
very grateful for the patient explanations and pointers frommy supervi-
sors and other colleagues.

I think I’ve been very lucky with my supervisors: I will not quickly
forget the 5 AMe-mails from Janwhen Iwas in Turkeyworking on one of
our papers last year; or the hours spent in front of the whiteboard with
Stefan while working on modal logic; or the innocent sounding ques-
tions Frank always asked to keep me on track both substantively and in
terms of planning. Between the three of them, I think I’ve received in-
credible support both on the content of my work and on the procedure
and planning needed to get me here. I especially appreciate the way
how it was always stressed that, after everybody had their say, it was
my thesis, and my responsibility to decide what I wanted to study, how
I wanted to write it down, and when I wanted to finish it. This gave me
the confidence to write down and defend this thesis with my name on it,
even though the work is neither finished, nor perfect, nor solely mine.

According to Frank, the only thing worse than having no desk is hav-
ing two desks, but I am very happy that I was a member of both the
Communication Science and Knowledge Representation groups. The KR
group (both on the AI and BI side of the invisible line) was and is a dy-
namic group with a lot of room for discussion and learning. Apart from
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my supervisors, I especially appreciate the long talks, about work or oth-
erwise, with Mark, Laura, Michel, and Willem. On the other side of the
tram line, I was very lucky to start my PhD just after Rens and Lonneke
started theirs, and I fondly remember the hours we spent looking at data
and models together. Although Dirk wisely turned down my request to
become co-promotor he was always there to talk about work but espe-
cially about non-work. He taught me to think about why I do the things
I do, and to concentrate on doing the things that really matter. Anita
showed a surprising side to her character when she was stuck in Ams-
terdam during a storm and we drank champagne for her birthday and
played Catan until 2 AM. I am also very happy we stole back Janet from
the UvA for the Contested Democracy project; we can always use more
Klaverjas players to join us to the ICA conferences. I really look forward
to continuing my collaboration and friendship with all these colleagues.

I would also like to use the opportunity to thank my professors from
the University College Utrecht and University of Edinburgh, especially
MaartenPrak, who showedme how university education should be done,
Mark Steedman and Greame Ritchie, who got me hooked on natural lan-
guages, and of course Miles Osborne, Claire Grover, Bonnie Webber and
all the others.

The ACLU Lawyer Clarence Darrow once said that the first half of
our life is ruined by our parents, and the second half by our children.
In contrast, I feel that my childhood has both been very pleasant and
helped me to value thinking, knowledge, and discussing. I have always
felt my parents to support me in whatever I did, and I believe that I am
very lucky to have had such a wonderful family. Bas, I sometimes miss
the early days of 2AT, exploring the game called running a company,
and I am glad that things are going so well with the company. I am also
thrilled that we finally got the catamaran working, and I hope we will
have a very windy summer next year. Nienke, I am looking forward to
our first publication together, using text boxes and arrows between them
to explain the human condition, and I look forward to more roof terrace
parties if you still find Amsterdam liveable after your stay in New York.

If you compare the above list with my list of co-authors, one name is con-
spicuously lacking. I would probably end up on the couch if I would list
Nel among my colleagues and collaborators, even though we did spend
a lot of time working, discussing, and writing together. However, that
is completely insignificant compared to her contribution to my real life.
Since meeting her I’ve learned invaluable lessons on people, emotions,
and insecurity, and I feel that I’ve become a much better person over the
last four years, or at least a better dressed person.



Contents

1 Introduction 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Research Question . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Domain and Data . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.5 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . 9

I Background 11

2 Content Analysis 13
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2 Content Analysis in Communication Science . . . . . . . . 18
2.3 Semantic Network Analysis . . . . . . . . . . . . . . . . . . 23
2.4 The NET method . . . . . . . . . . . . . . . . . . . . . . . . 29
2.5 The 2006 Dutch parliamentary elections . . . . . . . . . . . 33
2.6 Computer Content Analysis . . . . . . . . . . . . . . . . . . 35
2.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3 Natural Language Processing 41
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2 The Preprocessing Pipeline . . . . . . . . . . . . . . . . . . 43
3.3 Thesauri . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.4 Evaluation metrics . . . . . . . . . . . . . . . . . . . . . . . 49
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

vii



viii Table of Contents

4 Knowledge Representation and the Semantic Web 51
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.2 The Semantic Web . . . . . . . . . . . . . . . . . . . . . . . . 54
4.3 The Semantic Web as a Knowledge Representation frame-

work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

II Extracting Semantic Networks 63

5 Extracting Associative Frames using Co-occurrence 65
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.2 Frames as Associations . . . . . . . . . . . . . . . . . . . . . 68
5.3 A Probabilistic Model of Associative Framing . . . . . . . . 71
5.4 Use Case: Terrorism in the News . . . . . . . . . . . . . . . 75
5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

6 Using Syntax to find Semantic Source, Subject, Object 91
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6.2 Determining Semantic Roles using Syntax Patterns . . . . . 93
6.3 Determining Validity . . . . . . . . . . . . . . . . . . . . . . 99
6.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.5 Error Components Analysis . . . . . . . . . . . . . . . . . . 111
6.6 Discussion / Conclusion . . . . . . . . . . . . . . . . . . . . 114

7 Determining valence using Sentiment Analysis 117
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
7.2 Polarity in Political Communication . . . . . . . . . . . . . 120
7.3 Task: Classifying NET relations . . . . . . . . . . . . . . . . 121
7.4 Sentiment Analysis . . . . . . . . . . . . . . . . . . . . . . . 122
7.5 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
7.6 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
7.7 Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
7.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

III Reasoning with Media Data 143

8 Using RDF to store Semantic Network Data 145
8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
8.2 Representing Media Data: Statements about Statements . . 147
8.3 Representing Political Background Knowledge . . . . . . . 152
8.4 A political ontology . . . . . . . . . . . . . . . . . . . . . . . 156
8.5 Using OWL for a richer ontology . . . . . . . . . . . . . . . 162



Table of Contents ix

8.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

9 Querying, Analysing, and Visualising Semantic Network Data 165
9.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
9.2 Querying the Semantic Network . . . . . . . . . . . . . . . 167
9.3 Searching the News . . . . . . . . . . . . . . . . . . . . . . . 168
9.4 Using the system: Parties in the news . . . . . . . . . . . . 171
9.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

IV System Description 177

10 The AmCAT Infrastructure 179
10.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
10.2 The AmCAT Navigator and Database . . . . . . . . . . . . 181
10.3 The iNet Coding Program . . . . . . . . . . . . . . . . . . . 192
10.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202

11 Discussion and Conclusion 203

Bibliography 215

Samenvatting (Dutch Summary) 231



x Table of Contents



CHAPTER 1

Introduction

‘No-campaign Wilders is a circus for bodyguards and media’
(Wilders’ tourNEE is circus voor lijfwachten en media; de Volkskrant, May 17, 2005)

‘Approach in media increases cynicism of citizens’
(Aanpak in media wakkert cynisme van burgers aan; Trouw, June 12, 1999)

‘Against populism; media more dangerous than Muslims’
(Tegen het populisme; media gevaarlijker dan moslims; NRC Handelsblad, March 17, 2007)

1



2 Chapter 1: Introduction

1.1 Introduction

Does newspaper coverage of immigration topics increase polarisation? Is the
incessant reporting of opinion polls during campaigns a self-fulfilling prophecy?
Are rightist leaders portrayed as extremists and racists? Does negative and
strategic coverage of politics lead to cynical voters? How does the pattern of
conflict between parties influence voter choice?

These questions have three things in common. First, they are all ques-
tions that are highly relevant to the current debates in our society. Sec-
ond, in order to answer these questions, it is necessary to measure spe-
cific aspects of media coverage such as attention for issues, the evalua-
tion of politicians by the media and other politicians, and the tone and
framing of messages. Third, they will not be answered in this thesis.
Rather, this thesis will describe a number of methods and techniques
that enable social scientists to answer these and similar questions.

Let us look more closely at these commonalities. The questions posed
above are currently relevant to society, and similar questions have been
asked for a long time. As early as 1893, Speed conducted an analysis of
the shift from ‘serious news’ to sports and scandals in New York news-
papers (quoted by Krippendorff, 2004, p.55). More recently, the media
were accused of: blindly accepting White House assertions regarding
Weapons of Mass Destruction in Iraq; the demonisation of Pim Fortuyn
before his assassination; creating a platform for right-wing extremists by
devoting too much coverage to their provocations; and acting as judge
and jury by ‘solving’ the disappearance of Natalee Holloway on prime-
time television using investigation methods that the police are prohib-
ited from using. In general, there is strong public and scientific inter-
est in the functioning of the media and their effects on the audience
and democracy, as proved by the creation of a research theme ‘Con-
tested Democracy’ by the Dutch Science Foundation (NWO, 2006). Most
political news and almost all foreign news reaches citizens exclusively
through the media. Following Lippmann’s argument that “the way in
which the world is imagined determines at any particular moment what
men will do,” (1922,p.6), this means that the media are vital in determin-
ing how citizens view the world and hence how they act.

In order to investigate these interactions betweenmedia, politics, and
public, a communication scientist has to be able to systematically de-
scribe the relevant aspects of the media. This emphatically does not
mean quantifying everything that happens in the media. In communi-
cation science, the purpose of analysing the content of (media) messages
is to learn more about the interaction of those messages with their social
context: what did the sender mean with the message, and why did he
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send it? How did the receiver interpret the message, and what effects
will it have on his opinions or behaviour? Such substantive research
questions on the relation between text and social context guide and fo-
cus the measurement in a top-down fashion.

As stated in the third commonality, this thesis is about enabling me-
dia research rather than executing it. Referred to in the social sciences as
a methodological study, the focus of this thesis is on investigating, creat-
ing, and validating measurement tools and methods, rather than testing
hypotheses. Since validation is an important part of developing a useful
method, where possible techniques will be tested in terms of accuracy
or reliability by comparing the results of the automatic extraction with
manual codings. Validity is tested by conducting or reproducing sub-
stantive analyses using automatic Content Analysis. The ultimate test
for each technique is whether its output and performance are sufficient
to (help) answer the communication scientific question.

In the social sciences, Content Analysis is the general name for the meth-
odology and techniques to analyse the content of (media)messages (Hol-
sti, 1969; Krippendorff, 2004). As will be described in chapter 2, the
purpose of Content Analysis is to determine the value of one or more
theoretically interesting variables based on message content. The word
‘message,’ here, is broadly defined, including newspaper articles, par-
liamentary debates, forum postings, television programs, propaganda
leaflets, and personal e-mails. Messages, being sets of symbols, only
have a meaning within the context of their use by their sender or re-
ceiver. Hence, the purpose of Content Analysis is to infer relevant as-
pects of what a message means in its context, where the communication
research question determines both the relevance and the correct context.

Most current Content Analysis is conducted by using human coders
to classify a number of documents following a pre-defined categorisa-
tion scheme. This technique is called Thematic Content Analysis, and
has been used successfully in a large number of studies. Unfortunately,
it has a number of drawbacks. One obvious drawback is the fact that
human coding is expensive, and human coders need to be extensively
trained to achieve reliable coding. A second problem is that the classi-
fication scheme generally closely matches the concepts used in the re-
search question. This means that the Content Analysis is more or less ad
hoc, making the data gathered in these analyses unsuitable for answering
other research questions or for refining the research question. Also, it is
often difficult to combine multiple data sets for forming one large data
set due to differences in operationalisation.

An alternative Content Analysis method is called Semantic Network
Analysis or Relational Content Analysis (Krippendorff, 2004; Roberts,
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Figure 1.1: Semantic Network Analysis

1997; Popping, 2000). Figure 1.1 is a very schematic representation of
Semantic Network Analysis. Rather than directly coding the messages
to answer the research question, Semantic Network Analysis first rep-
resents the content of the messages as a network of objects, for exam-
ple the network of positive and negative relations between politicians.
This network representation is then queried to answer the research ques-
tion. This querying can use the concrete objects as extracted from the
messages, or aggregate these objects to more abstract actors and issue
categories, and query the resulting high-level network. For example,
for determining the criticism of coalition parties by opposition parties,
one would aggregate all political actors to their respective parties, and
then query the relations between the parties that belong to the opposi-
tion and those that belong to the coalition. This separation of extraction
and querying means that the network representation extracted for one
study can be used to answer different research questions, as long as the
actors, issues, and relations needed to answer these questions are present
in the extracted network. This solves the problem of the tight coupling
between research question and measurement present in thematic Con-
tent Analysis.

However, Semantic Network Analysis does not solve the problem of
expensive human coding: Extracting the network of relations is proba-
bly even more difficult than categorising text fragments. Although hu-
man coding of text using Semantic Network Analysis is possible and has
yielded good results, it is expensive and error-prone due to the com-
plexity of the coding. An advantage is that because the abstract con-
cepts used in the research question are decoupled from the objects to be
measured, these objects can be closer to the text than in thematic Con-
tent Analysis, thereby narrowing the semantic gap between words and
meaning. This should make it easier to automate the coding process in
a generalisable way. Nonetheless, a lot of automatic Semantic Network
Analysis is currently restricted to extracting and analysing co-occurrence
networks of words (e.g. Diesner and Carley, 2004; Corman et al., 2002);
a notable exception is the work by Philip Schrodt and colleagues on ex-
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tracting and analysing patterns of conflict and cooperation between in-
ternational actors, although that is limited to specific relations between
specific actors (Schrodt, 2001; Schrodt et al., 2005).

Due to the decoupling of extraction and querying, data obtained from
Semantic Network Analysis lends itself to being combined, shared, and
used flexibly. Unfortunately, there are no standardways to clearly define
the meaning of the nodes in a network and how they relate to the more
abstract concepts used in the research question. This makes it difficult
to reuse or combine data in practice, because the vocabulary used in the
network needs to be changed and alignedmanually tomake sure the net-
works are compatible with each other and with the new research ques-
tion. Moreover, there is no standard to define patterns on these networks
— the concepts we need to measure to answer the research question —
in such a way that other scientists can easily understand, use, and refine
these patterns. These problems prevent scaling Semantic Network Anal-
ysis from the use in single or related studies to creating large archives of
analysed media material.

This thesis describes a number of techniques to overcome the limitations
described above, and shows how these techniques are immediately use-
ful for communication research. In particular, this thesis investigates us-
ing techniques from two fields of Artificial Intelligence: Computational
Linguistics, and Knowledge Representation.

As described in chapter 3, Computational Linguistics has seen drastic
increases in computer storage and processing power in recent decades,
leading to the development of many linguistic tools and techniques. Ex-
amples of such tools are robust syntactic parsers for English and Dutch;
the availability of functioning Anaphora Resolution systems; and the use
of statistical and corpus techniques to improve the analysis of subjectiv-
ity in Sentiment Analysis. Although these techniques will not answer
social scientific research questions by themselves, they allow us to start
with linguistically analysed text rather than with raw text, allowing us
to concentrate more on the semantics and less on the surface patterns
of language. Content Analysis and linguistic analysis should be seen
as complementary rather than competing: linguists are interested in un-
ravelling the structure and meaning of language, and Content Analysts
are interested in answering social science questions, possibly using the
structure and meaning exposed by linguists.

In order to alleviate the problems of combining, sharing, and query-
ing the Semantic Networks, we turn to the field of Knowledge Rep-
resentation. As will be described in chapter 4, Knowledge Represen-
tation deals with the formal representation of information such as the
background knowledge used for aggregating the concrete textual ob-
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jects to the abstract concepts used in a research question: For example,
which politicians belong to which party and which issues are contained
in which issue category. A barrier to sharing data is that the aggrega-
tion step from concrete, textual indicator (‘Bush’) to theoretical concepts
(U.S. president) is often made implicitly, either by the coder or by the re-
searcher. Knowledge Representation allows us to formally represent the
background knowledge needed for this step. This makes it easier to com-
bine and share data, since it is clear what a concept means, and heteroge-
neous data can be combined by aligning the involved ontologies. More-
over, the data can be usedmore flexibly since different research questions
can be answered using the same data set by using different ontologies or
aggregating on different aspects of the same ontology. By formalising
both the ontology of background knowledge and the extracted media
data into a combined Semantic Network, it is possible to define the con-
cepts from the research question as (complex) patterns on this network,
making all steps from concrete objects to abstract concepts to answers to
the research question transparent and explicit.

Roberts (1997, p.147) called for Content Analysis to be something
‘other than counting words.’ In general, Content Analysis can go be-
yond manually counting words in three ways: (1) Extracting abstract
theoretical concepts rather than word frequencies (2) Extracting struc-
tures of relationships between concepts rather than atomic concepts; and
(3) Using the computers to conduct the extraction rather than relying on
human coders. Often, a step forward in one field is combined with a
step backwards in another: Studies such as Roberts (1997) or Valkenburg
et al. (1999) identify complex and abstract concepts, but do so manually
rather than automatically. Carley (1997) and Schrodt (2001) automati-
cally extract networks, but limit themselves to relations between literal
words and concrete actors. In this thesis, it is argued that we can and
should move forward in all three ways simultaneously. This is accom-
plished by separating the extraction phase, where relations between con-
crete objects are (automatically or manually) extracted from a message;
and a construction phase, where the complex and abstract variables used
in communication science theory are constructed based on the extracted
relations.

1.2 Research Question

This thesis investigates whether it is possible to utilise techniques from
Natural Language Processing andKnowledge Representation to improve
two aspects of Semantic Network Analysis: extracting Semantic Net-
works from text; and representing and querying these networks to an-
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swer social science research questions. In terms of extraction, it looks
at automating the recognition of concepts, and the identification and
classification of the semantic relations between these concepts from text.
This part draws on techniques from Computational Linguistics, such as
anaphora resolution, grammatical analysis, and sentiment analysis. This
leads to the following research questions:

RQ1 Can we automate the extraction of Semantic Networks from text in a way
that is useful for Social Science?

RQ1a Can we recognise the occurrence of specific actors and issues in text
in a way that is useful for answering social science research ques-
tions?

RQ1b Can we automatically determine the semantic relations between these
actors and issues?

RQ1c Can we automatically determine the valence (positive, negative) of
these semantic relations?

The second aspect is the representation and querying of media data and
background knowledge. The goal of this representation is to make it eas-
ier to combine and analyse media data, by formalising the link between
the concrete objects in the extracted networks and the abstract objects
used in the research question. The goal of the querying is to make it eas-
ier to answer research questions by defining patterns or queries on top of
the combined network of media data and background knowledge. This
part uses techniques from Knowledge Representation. The second re-
search question reads as follows:

RQ2 Can we represent Semantic Network data in a formal manner and query
that representation to obtain the information needed for answering Social
Science research questions?

RQ2a Can we formally represent Semantic Network data and background
knowledge connected with that data in a way that allows the reuse
and combination of data for different social science research ques-
tions?

RQ2b Can we query these represented networks in a flexible way to answer
different social science research questions?

1.3 Domain and Data

Each substantive chapter is based on a different data set and uses a differ-
ent methodology. A common denominator across all chapters, however,
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is that they are based on the data obtained from earlier Semantic Net-
work Analysis performed on Dutch political newspaper articles. Theo-
retically, none of the techniques presented in this thesis are specific to a
single language or medium, and they can and have been used on par-
liamentary debates, survey questions, and television broadcasts. Practi-
cally, however, this choice does have a profound impact.

The choice for focusing on newspaper data is mainly pragmatic: the
existing annotated corpus is mainly derived from newspapers; news-
paper articles are grammatically correct and written according to fairly
strict style rules; and analysing text is easier to automate than analysing
images and sound. This makes creating analysis tools easier, but also
makes them more useful, as the more available raw material there is,
the more useful a tool for automatic analysis of this material is. More-
over, the tools and techniques presented here can be reconfigured and
retrained to work on different genres, such as debates or television tran-
scripts.

The choice for investigating the Dutch language is also pragmatic:
the corpus of existing material analysed using Semantic Network Anal-
ysis consists almost exclusively of Dutch newspaper articles. It is not an
indefensible choice, however, as Dutch has traditionally received quite a
lot of attention from linguists, and many tools such as thesauri, Part-of-
Speech taggers, and parsers are available for Dutch.1 Presumably, over-
all performance for English would have been higher due to the better
quality of linguistic tools available, but this would also mean that it is
more difficult to assess how well the same techniques would have per-
formed on languages that have received less attention from the linguistic
community. This is especially relevant for political research, as the En-
glish language is only native to a handful of countries, many of which
share a number of political features such as a two-party system. For
internationally comparative political communication research, it is gen-
erally insufficient to include only English-language material. If Natural
Language Processing techniques can be successfully used to analyse the
content of Dutch text, it can almost certainly be used for English text, and
probably for other languages such as French or German.

1.4 Contributions

The techniques presented in this thesis take a step towards solving two
problems related to Semantic Network Analysis: First, it leverages recent
advances in Computational Linguistics to expand the possibilities of ex-
tracting Semantic Networks automatically. Specifically, it uses the syn-

1See section 3.2 on page 43
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tactic analysis of sentences to distinguish between the source, agent, and
patient of a proposition. Additionally, it uses techniques from Sentiment
Analysis to determine whether the proposition is positive or negative.
These techniques are validated by comparing the extracted Networks to
those manually extracted, showing that they are immediately useful for
social scientific analysis.

Second, it uses techniques from the field of Knowledge Representa-
tion techniques called the Semantic Web to represent the Semantic Net-
works. By formally representing both the relations between the concrete
objects expressed in the message and their relation with the more ab-
stract concepts used in social science research questions, it facilitates the
reuse, sharing, and combination of Semantic Network data. Moreover,
by operationalising the social science research question as a formal query
over the Semantic Networks, it makes it easier to analyse these networks
and to publish, adapt, criticise, and refine operationalisations.

Taken together, these advances represent an important step forward
for Semantic Network Analysis. The techniques presented here poten-
tially allow the combination of Semantic Network data from different
research groups, dealing with different countries, different media, and
different time periods. These Networks can be extracted automatically,
if the source material and desired accuracy permit, or manually, or a
combination of the two. Moreover, these data sets can be shared and
combined to create large heterogeneous data sets that can be queried to
answer various research questions. Such data sets can provide a strong
stimulus for communication research, as they allow large international
and/or longitudinal studies without incurring the enormous costs of
gathering the needed data. Moreover, analysing the same data from
different theoretical perspectives or operationalisations can give more
insight into the actual social processes than individual studies, as differ-
ences in findings can not be caused by artifacts in the data or unconscious
differences in the extraction.

1.5 Thesis Outline

The organisation of this thesis closely follows the research questions.
Part I will provide some background knowledge on the fields of Con-
tent Analysis (chapter 2), Natural Language Processing (chapter 3), and
Knowledge Representation (chapter 4). These chapters are meant for
readers who are not proficient in these fields and can be safely passed
over by others, with the possible exception of section 2.3, in which Se-
mantic Network Analysis is defined.

Part II will provide the answer to the first research question on au-
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tomatically extracting Semantic Networks from text. Eeach chapter an-
swers one of the specific questions defined above: Chapter 5 will dis-
cuss extracting and interpreting the (co-)occurrence of actors and issues.
Chapter 6 will describe a way of using syntactic analysis to extract se-
mantic relations from text. Chapter 7 describes determining the valence
of relations using Machine Learning techniques.

Part III answers the second research question on representing and
querying the extracted Semantic Network. Chapter 8 describes the pos-
sibilities and limitations of using formalisms from the field Knowledge
Representation called the Semantic Web to store Semantic Network data.
Chapter 9 shows how this representation can be used to extract the in-
formation needed for answering social scientific research questions by
discussing a number of use cases and showing the query needed to an-
swer these questions.

In the last substantive part, chapter 10 provides an overview of the
AmCAT system and infrastructure that has been developed to use the
techniques described in the previous parts to conduct Semantic Analysis
and store, combine, and query the results.



Part I

Background

11





CHAPTER 2

Content Analysis

‘Frequently the messages have meaning; that is, they refer to or are correlated
according to some system with certain physical or conceptual entities. These
semantic aspects of communication are irrelevant to the engineering problem.’

(Claude Shannon, A Mathematical Theory of Communication (1948, p.379))

The topic of this thesis is the extraction, representation, and querying
of textual content. In the social sciences, Content Analysis is the name
given to the techniques used to systematically study the content of mes-
sages. Hence, Content Analysis methodology is an important aspect of
this thesis. This chapter gives a brief description of what Content Analy-
sis is and how it is used in communication science. Moreover, it presents
Semantic Network Analysis as a Content Analysis method and explains
the NET Semantic Network method.

13
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2.1 Introduction

This thesis investigates whether it is possible to enhance Content Analy-
sis using techniques from Natural Language Processing and Knowledge
Representation. Part I gives the background knowledge that is assumed
in the descriptions of the techniques in parts II and III. Chapters 3 and
4 provide information on Natural Language Processing and Knowledge
Representation, respectively, while the present chapter describes Con-
tent Analysis. This section will review some of the definitions of Content
Analysis. Section 2.2 shows some studies that have been performed to
give an overview of the questions Content Analysis is used to answer
and how these questions are answered. Section 2.3 discusses some of the
problems with Content Analysis, and how Semantic Network Analysis
can alleviate these problems. A description of the NET method, the Se-
mantic Network Analysis method used in this thesis, is given in section
2.4. Section 2.5 gives a very brief description of the 2006 Dutch election
campaign coverage that is used as a case study in chapters 6 – 9. The final
section reviews some of the existing computer programs for conducting
Content Analysis.

Communication science is the field of social science dedicated to study-
ing communication. Simply put, communication is the sending of a mes-
sage by an actor and the receiving and interpreting of that message by
another actor. Information Theory gives a mathematical definition of
communication as a source coding a message as a set of symbols, which
are transferred through a (noisy) channel, and received and decoded by
the receiver (Shannon and Weaver, 1948). While Information Theory is
interested in the mathematical aspects of message coding and decoding,
communication science is interested in the interactions between the mes-
sage and its social context: Why did the source send this message? What
does the message tell us about the society in which it was produced?
How does the receiver interpret and process the message? What influ-
ence does the message have on the receiver? Lasswell summarised this
in his famous quote as “who says what to whom, how, and with what
effect?”(1948, p.37). Holsti (1969, p.24) added ‘Why?’ to this question to
stress the validity of investigating the mechanisms that cause a source to
send a certain message. Figure 2.1 visualises these questions in the com-
munication channel. It should be noted that the view of communication
as a flow of information is not undisputed: Carey (1989) calls this the
‘transmission view’ of communication and argues that the ‘ritual view’,
communication as a community-building shared experience, should not
be neglected. However, studying the ritual view of communication also
requires understanding the content of the exchanged messages, even if
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Figure 2.1: The Communication Channel

the focus is on the symbolism and cultural or ritualistic meaning rather
than the transmitted information.

In order to make inferences about the social context of a message, we
need to be able to measure the relevant aspects of the message. Con-
tent Analysis is the name for the methods and techniques used to make
these measurements. Since Content Analysis methodology is the central
topic of this thesis, we shall take some time to consider the definition
of Content Analysis and its relation to communication science and other
fields. Figure 2.2 gives a number of definitions from various authors. Al-
though these definitions differ in a number of specifics, they all agree on
two requirements for Content Analysis as a scientific tool: validity and
relevance.

Validity Holsti (1969), Neuendorf (2002), and Berelson (1952) all explic-
itly require Content Analysis to be objective and systematic, mean-
ing that every step has to be conducted following explicit rules that
are clear enough to avoid subjective interpretation and selection bias.
Krippendorff (2004) uses the standard methodological terms repli-
cable and valid, arguing that these terms are more well-defined and
imply objectivity and systematicness: it is impossible to conduct a

Content Analysis is any technique for making inferences by objectively and systematically identifying
specified characteristics of messages (Holsti 1969, p.14; Stone et al. 1966, p.5)

Content Analysis may be briefly defined as the systematic, objective, quantitative analysis of message
characteristics (Neuendorf, 2002, p. 1)

Content Analysis is a research technique for making replicable and valid inferences from texts (or
other meaningful matter) to the contexts of their use (Krippendorff, 2004, p.18)

Content Analysis is a research technique for the objective, systematic, and quantitative description of
the manifest content of communication (Berelson, 1952, p.18)

Content Analysis [is] any methodological measurement applied to text for social science purposes [..]
any systematic reduction of a flow of text [..] to a standard set of statistically manipulable symbols
representing the presence, the intensity, or the frequency of some characteristics relevant to social
science (Markoff et al., 1975, p.5)

Figure 2.2: Definitions of Content Analysis
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replicable analysis without using systematic and well-defined rules,
and an analysis that allows for biased and subjective interpretation
cannot be valid using the normal definition of that term in research
methodology. All these authors agree that Content Analysis needs
to adhere to the rules of scientific measurement, “making a claim
to participation in a scientific enterprise [rather than] a literary or
journalistic enterprise” (Markoff et al., 1975, p.7).

Theoretical Relevance Content Analysis deals with extracting certain
characteristics of the message that are “theoretically relevant” (Hol-
sti, 1969, p.5). As stated above, communication science is interested
in the interaction between amessage and its (social) context, so Con-
tent Analysis is employed to measure the aspects of the message
that are relevant to those interactions, based on theory or hypothe-
ses regarding the context. The fact that a word occurs with a certain
frequency is not by itself interesting to the content analyst, unless it
is seen as an indicator of a relevant theoretical construct. This top-
down approach, where the theory regarding the message context
determines the aspects of a message that are interesting, is what sets
Content Analysis apart from most linguistic analysis, which is pri-
marily interested in the structure and content of the message itself.

An important argument made by Holsti (1969) and Krippendorff (2004)
is that Content Analysis is a tool for making inferences about the mes-
sage context rather than just measuring aspects of the message content.
As Krippendorff argues, a message by itself does not have meaning: it
is a set of symbols. The meaning or semantics of a message is the con-
nection between these symbols and the things they refer to (their de-
notation). Since each receiver or sender of a message can interpret the
message differently, it is important to realize that a message only has a
meaning in the “context of its use” (Krippendorff, 2004, p.33). As the
communication research question determines which aspects of a mes-
sage are interesting, it also defines the context in which the message is
to be interpreted. The task of Content Analysis is to infer the relevant
meaning in that context from the symbols in the message.

This is illustrated in figure 2.3, a combination of two figures from
Krippendorff (2004). The oval on the left-hand side represents the context
of the message as conceptualised by the researcher. The texts are located
in this content to stress the fact that the texts are readwithin that context.
The research question with its possible answers is located in the top of
this oval. Content Analysis assumes that there is some sort of stable cor-
relation between the features of the message and the possible answers
to the research question. For example, the correlation could be as sim-
ple as assuming that the frequency with which the word Bush is used is
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Figure 2.3: Krippendorff’s Framework and Components of Content
Analysis
(Combined and edited from Krippendorff 2004, figures 2.1 (p.30) and 4.2 (p.86))

correlated with the visibility of the politician Bush in those texts. This
correlation guides the Content Analysis, represented by the rectangle on
the right-hand side. The first step in Content Analysis is the unitising
and sampling of the messages. The resulting units of measurement are
coded manually or automatically, and combined or reduced by aggrega-
tion or statistical techniques to form the units of analysis. Finally, the
answer to the research question is inferred from the results at the level of
analysis.

In addition to the similarities noted above, there are also a number
of differences between the various definitions of Content Analysis, espe-
cially between quantitative and qualitative analysis, and between strictly
using the manifest content of messages or also using the latent content.
A full discussion of these differences is beyond the scope of this thesis,
so we will restrict ourself to briefly describing the positions in these de-
bates.

Quantitativevs. Qualitative The first question is whether Content Anal-
ysis should be restricted to quantitative analysis, assigning numbers
to predefined measures, or whether it can be used qualitatively, by
creating the units and categories while reading it in what Krippen-
dorff (2004, p.303) calls an interactive-hermeneutic process. In this
process, the meaning of the text as conceived by the researcher is it-
eratively refined or constructed in a bottom-up fashion, rather than
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using predefined categories. Berelson (1952) explicitly opts for the
former by including the term quantitative in his definition, andNeuen-
dorf (2002, p.14) calls qualitative analysis infeasible. Krippendorff
(2004, p.87–89), on the other hand, argues that qualitative analysis
can be conducted validly and repeatably, and stresses the impor-
tance of triangulation.

Manifest vs. Latent The second debate is whether only the manifest or
literal content of messages can be used or whether the (presumably
human) coder is allowed to use his or her interpretation of the la-
tent content. Here again, Berelson (1952) explicitly uses the word
manifest in his definition, while Krippendorff (2004) focuses on the
ability of human readers to ‘read between the lines’ in an intersub-
jective way. More importantly, he argues that the manifest–latent di-
chotomy assumes that messages contain a manifest meaning which
can be extracted, while he thinks meaning only exists within the
context of a message, as discussed above.

2.2 Content Analysis in Communication Science

In order to get a feeling for the use of Content Analysis in communica-
tion science, this section reviews a number of influential theories in com-
munication science, explicitly describing what information was needed
from the analysed content and how that information was obtained. This
sectionwill startwith research focussed on simple aspects of messages—
the visibility of issues or evaluative tone of the language— andmove to-
wards studies that combine these approaches, studying both issues and
actors and the salience and evaluative tone of their descriptions and of
relations between them.

2.2.1 Agenda Setting and Agenda Building

A successful line of research within communication science is that of
Agenda Setting. The intuition behind it is that “the press may not be
successful much of the time in telling people what to think, but it is
stunningly successful in telling people what to think about” (Cohen,
1963, p.13). This intuition was empirically tested byMcCombs and Shaw
(1972). This study hypothesised a transfer of salience from the message to
the receiver: issues that are visible in the media will becomemore salient,
and hence more accessible, to the receiver. To test this hypothesis, they
measured issues visibility as their media variable, and the importance of
issues according to the audience as the variable in the social context with
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which the message interacts. Issue visibility was measured by categoris-
ing a number of articles and television news items as being about one of
15 issues and news categories, distinguishing between major and minor
articles based on length and prominence within the newspaper or news
broadcast. From this categorisation they created an ordering of issues
based on visibility for each time period. The Agenda Setting hypothesis
was confirmed by a rank-order correlation between these two variables.
A large number of later studies confirmed this effect in a variety of set-
tings (e.g. Schoenbach, 1982; Dearing and Rogers, 1996;McCombs, 2004).

While Agenda Setting studies the effect of the media agenda on the
public agenda, Agenda Building studies the factors determining the me-
dia agenda, in other words the ‘why?’ question from figure 2.1. Looking
at characteristics of the real-world event covered in a news item, Gal-
tung and Ruge (1965) identified a number of news factors that correlate
with coverage, such as (cultural) proximity and negativity. To test these
factors, they selected a number of events, counted how much coverage
these events received, and correlated this with the news factors of the
event. Harcup and O’Neill (2001) expand on this theory using a slightly
differentmethodology: they also determine the news factors of the event
on an analysis of the coverage, using coders to code the event an article
is about and which news factors this event exhibits based on the descrip-
tion. In this latter study, Content Analysis is used to infer something
from the perception of the real-world event by the message sender, and
to infer the frequency and prominence of the messages about that event.

Second-level Agenda Setting expands the notion of Agenda Setting
to the salience of attributes of actors or issues, using both affective at-
tributes such as evaluations, and substantive attributes such as issues
associated with an actor (McCombs et al., 2000). This line of research as-
sumes that the salience of the association between the main object and
an attribute is increased by media visibility of that attribute of the object.
Kiousis et al. (2006) investigate first and second-level Agenda Setting and
Building in the 2002 Florida Gubernational campaign. They perform a
Content Analysis of both press releases and newspaper articles, having
coders identify the occurrence of a set of main issue categories, and of
clear statements of a number of candidate attributes, such as issue po-
sitions, integrity, and positive and negative evaluations. By correlating
these occurrences in the newspaper articles, press releases, and a public
opinion survey, Kiousis et al. (2006) managed to show a clear evidence
for both Agenda Setting and Agenda Building, and somewhat mixed ev-
idence on Second Level Agenda Setting and Building.

Related to Agenda Setting are studies into the transfer of salience be-
tween actors other than the media and the audience. For example, Van
Noije (2007) studies the interaction of the issue agendas of media and
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parliament by comparing the occurrence of issues in newspapers with
the transcripts of parliamentary debates in three countries. In general,
transfer of salience studies can be seen as an instance of what Monge
and Contractor (2003) call contagion theories: theories that assume the
transfer of ideas or attitudes along communication networks. In themass
communication model, this communication network consists of commu-
nication directed from a small set of media sources to a large number of
unconnected media consumers, meaning that contagion flows from the
media to the audience. If one assumes amore complicated network, such
as bidirectional links between politics and the media, then contagion can
occur in both directions, in line with the results of Van Noije (2007) and
others.

2.2.2 Evaluation

Agenda Setting and related studies focus on the visibility or salience of
issues and actors in texts or other messages. Other researchers focus on
the evaluation of issues and actors: rather than looking at how often
something is mentioned, they are interested in how it is mentioned. A
famous example of this work is the Coefficient of Imbalance presented
by Janis and Fadner (1943). They tried to work out whether a body of
communication, for example the newspaper coverage of an issue, can
be seen as balanced. For this, they counted all favourable, unfavourable,
neutral, and irrelevantmessages, and defined a formula to determine the
balance of the coverage based on ten criteria of imbalance, for example
that the coefficient must be zero if there is an equal amount of favourable
and unfavourable news, and that it has to decrease in absolute terms if
the proportion of neutral news increases.

Osgood et al. (1967) developed three primary dimensions of eval-
uation by conducting a factor analysis of the connotations of a large
number of words according to test subjects. From this factor analysis
there emerged three orthogonal dimensions which he called evaluation
(good/evil), potency (strong/weak), and activity (active/passive). Hol-
sti (1964) developed dictionaries for these categories in the General In-
quirer program (see section 2.6.1, below), and used it for example for
analysing political communication on the onset of the first World War
and the Cuban missile crisis (Holsti et al., 1964a,b).

Fan (1985, 1988) also created lists of positive and negative terms, but
rather than using them in a (normative) measure of imbalance, he used
these to determine the spread of evaluative of ‘ideas’ (evaluations of ac-
tors and issues). Subsequently, these evaluations were used in a sophis-
ticated time series model called the ‘ideodynamic model’ to predict the
spread of such ideas within public opinion, using the metaphor of con-



2.2 Content Analysis in Communication Science 21

tagious diseases. Results from studies using this method include that
it is easy for an idea to spread to many people if most people are not
yet ‘infected’ with either that idea or its opposite; and that messages op-
posing an idea can cause a large number of people to lose that idea if
it has a large following (Fan, 1996; Kleinnijenhuis and Fan, 1999; Shah
et al., 2002; Watts et al., 1999; Jasperson and Fan, 2004). In these and
other studies, Fan showed how the systematic and large scale analysis of
evaluative content can be used to predict public opinion on an aggregate
level.

Evaluative Assertion Analysis, developed by Osgood et al. (1956),
considers the evaluation of specific concepts by their association with
and dissociation from each other and of common meaning terms: if an
actor is associated with inflation, and inflation is considered to have a
common negative meaning, then that actor is also evaluated negatively.

2.2.3 The Horse Race

In the coverage of elections, the media often pay attention to how well
a candidate or party is doing, by reporting opinion polls or describing
that a strategy is working or not, or the amount of donations a candi-
date receives. Such news is sometimes called horse race news (Patterson,
1993), evoking the image of a commentator on the race track continu-
ously describing which horse is ahead of the pack. In communication
science, the bandwagon hypothesis states that if an actor is portrayed as
successful, her popularity or reputation will increase, causing more peo-
ple to vote for her. The reverse hypothesis, that the loser gets sympa-
thy or protest votes, is called the underdog effect (Simon, 1954; Patter-
son, 1993). To investigate the effect of the news coverage of the horse
race, Farnsworth and Lichter (2006) correlate the occurrence of horse-
race statements about a politician with his standing in the subsequent
poll in the 2004 New Hampshire presidential primary. Occurrences of
positive and negative horse-race evaluations were counted in 152 tele-
vision news stories instructing the coders to look for phrases such as
‘gaining ground’ or ‘slipping’ (p.57). Their study confirmed the predom-
inance of the horse race: “horse-race coverage dominated the more sub-
stantive evaluations for all candidates, and horse-race assessments were
more significant in predicting changes in public opinion” (p.59). In a
study of the effects of various news types in election campaigns, Klein-
nijenhuis et al. (2007b) found that the effects of horse race news was
stronger than the effects of news about issues, conflicts, or real world
issue developments.
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2.2.4 Issue Positions

The position of political actors in the political spectrum is decided by
their issue positions. Issue positions are important in understanding
coalition-forming between parties (e.g. Budge and Laver, 1986), and spa-
tial voting theory explains voting behaviour in terms of the relation be-
tween the (perceived) issue position of voters and politicians (Downs,
1957; Rabinowitz and MacDonald, 1989).

An important project in measuring issue positions is the Manifesto
Project (Budge et al., 2001). In this project, coders assigned sentences
from party manifestoes from a large number of countries and elections
to 56 issue categories in 7 domains. Although 11 of the investigated is-
sues contain a positive and negative category (such as for or against ex-
panding the welfare state), the focus of this project is on the relative em-
phasis on the different issues rather than their positions on these issues
(cf. Laver and Garry, 2000, p.620). In contrast, the Party Change Project
(Harmel et al., 1995) coded manifestoes on 19 issues on a scale of -5 to
+5. In an attempt to automate the coding of issue positions, Laver et al.
(2003) present a system for scoring texts with unknown texts using word
scores derived automatically from texts with known issue positions.

2.2.5 Conflict and Cooperation Between Actors

In both politics and international studies, patterns of conflicts and coop-
eration between actors are interesting data. In international studies, the
seminal COPDAB project (COnflict and Peace DAta Bank; Azar, 1980)
aims to create a data bank of texts coded for conflicts between national
actors. Within this project, Philip Schrodt and colleagues developed the
KEDS/TABARI program (discussed below) to automatically code actor–
event–actor triples from newswire articles (Schrodt and Gerner, 1994;
Schrodt, 2001; Schrodt et al., 2005). These data are used to predict out-
break of conflict in for example the Middle East, functioning as an ‘early
warning system.’ In political news, a form of conflict between politi-
cians is negative campaigns. Ansolabehere et al. (1994) analyse the tone
of campaign coverage of 34 U.S. Senate elections in 1992, assigning each
campaign a score from -1 through +1 after a reading of the newspaper ar-
ticles. Their study showed that negative campaigns lead to lower voter
turnout.

2.2.6 Framing

Many recent studies in communication science focus on how actors or
issues are framed in messages, see for example the recent special issue on



2.3 Semantic Network Analysis 23

Framing of the Journal of Communication (2007/1). There is little con-
sensus on the exact definition or theoretical underpinnings of framing,
Scheufele (2000, p.103) stating that ‘framing is characterised by theoret-
ical and empirical vagueness’ and D’Angelo (2002) calling it a ‘multi-
paradigmatic research program’. A frequently used definition is that of
Entman (1993, p.52): “To frame is to select some aspects of a perceived
reality and make them more salient in a communicating text, in such a
way as to promote a particular problem definition, causal interpretation,
moral evaluation, and/or treatment recommendation”, pointing out that
such frames can be present in the sender, message, receiver, and the cul-
ture.

Valkenburg et al. (1999) experimentally study the effect of news fra-
mes on receivers’ thoughts and recall. Each subject reads a newspaper
article about either crime or the introduction of the euro, which was ma-
nipulated to be framed using either a conflict frame, a human interest
frame, a responsibility frame, or an economic consequences frame. These
subjects were then asked to give their opinion on the issue in their own
words, and a Content Analysis was performed on the resulting answers:
coders were asked to answer a number of questions for each frame, such
as ‘Is there mention of the costs or the degree of expense involved?’
(p.561). The answers to these questions were averaged to determine the
intensity of the frame in the respondent’s answer. Their results showed
that the frames in subject responses correlated with the frames in the
stimulus article, and moreover that the human interest news frame neg-
atively impacts recall.

2.3 Semantic Network Analysis

Most of the Content Analysis studies described above were performed
using what Roberts (1997) defined as Thematic Content Analysis: the
messages to analyse are unitised, and each unit is coded on one or more
variables. The theoretical variables are then constructed by ‘reducing’
the individual codes through combination and aggregation. For exam-
ple, in the Agenda Setting studies they measure whether an article is
about one of their issues, which is aggregated to construct the ranked
issue list (the theoretical variable). In the Frame Setting study of Valken-
burg et al. (1999) described above, the scores for the indicator questions
are summed and aggregated, and this aggregate score is the occurrence
of the frame. This approach is easy to use and works well, as shown by
the successful studies quoted above.

However, by closely tying the measurement-level variables to the
analysis-level constructs, the data produced by such studies is ad hoc in
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the literal sense of the word— the data is produced for answering one re-
search question. Using the same data for answering other research ques-
tions, or even refining the answer to the same question by modifying the
definition, is generally not possible. This problem is a consequence of
the semantic gap between the symbols of the text and the semantics of
the data language used to construct the theoretical variables. In particu-
lar, there are two gaps between the message and the data language: an
abstraction gap and a complexity gap.

The abstraction gap refers to the fact that the words in a text or other
message generally refer to concrete actors and issues, while the researcher
is interested in higher-level concepts. The coders have to bridge this gap
by receiving instruction in what each concept means and then judging
whether a concrete actor or issue is included in that concept. For exam-
ple, suppose that we are interested in news about ‘peace missions,’ and
a newspaper article writes that “Marijnissen criticised the plans to con-
tinue the mission in Uruzgan.” This poses two problems. The first is
that the coder has to know whether the mission in Uruzgan is a peace
mission or a ‘fighting’ mission, placing a burden of interpretation on the
coder. The second problem is that it is impossible to reuse this data for
other purposes, for example to extract the attention to Defence topics, or
to opposition politicians.

The complexity gap is that non-structured categories or variables are
used tomeasure the occurrence of a complex phenomenon. For example,
Valkenburg et al. (1999) measure the occurrence of an economic conse-
quences frame by having coders answer questions such as “Is there a ref-
erence to economic consequences of pursuing or not pursuing a course
of action?” In a text, such phenomena will generally be described using
a number of propositions connecting the relevant actors and issues, for
example stating that “the costs for the introduction of the euro will be
paid by the taxpayer.” Since the data output by thematic Content Anal-
ysis like the question above is not complex (in the sense that it consists
of measurements with no internal structure), the coder has the burden
of converting the complex text to a single score (or set of scores). This
causes the same two problems as the abstraction discussed above: the
coders have to do more interpretation, and the data cannot be reused
for different purposes, since the rich, structured information contained
in the text was reduced to an unstructured variable. If we are interested
in whether the source is expressing euroskepticism, for example, the fact
that a message is framed in terms of economic consequences will not
help much.

These two problems —- coder interpretation and inflexible data —
were also identified byMarkoff et al. (1975), who required Content Anal-
ysis data to be “semantically as close as possible to the contents of the



2.3 Semantic Network Analysis 25

original documents” and can be “recode[d] electronically in accordance
with the coding refinements and modifications that emerge” during the
research (p.3). This is a necessary condition for combining or reusing
different data sets, as otherwise the data can only be combined if the
underlying research questions are identical to each other and to the cur-
rent research question. Content Analysis, either manual or automatic, is
always a difficult and expensive process, yet large international and/or
longitudinal data sets are needed to answer many interesting research
questions. Consequently, it is difficult to overstate the importance of be-
ing able to create shared data archives by combining and reusing data.

After eliciting these requirements, Markoff et al. (1975) describe a
‘Representational’ Content Analysis method loosely based on Evaluative
Assertion Analysis (Osgood, 1959; Osgood et al., 1956). In Evaluative As-
sertion Analysis, texts are translated into Attitude Objects and Common
Meaning terms which are connected by Connectors. Attitude Objects are
objects about which people can evaluate differently, in other words be
in favour of or against, such as privatising health care. Common Mean-
ing terms are terms about which people generally agree about, such as
‘atrocity’. In text, these objects are connected using Connectors, leading
to object-connector-object triples that together form a network of objects.
Following Krippendorff (2004), we call this type of Content Analysis Se-
mantic Network Analysis; other names are Map Analysis (Carley, 1993)
and Relational Content Analysis (Roberts, 1997).

Semantic Network Analysis deals with the abstraction gap by using
objects that are as close to the text as possible in the extraction, and ag-
gregating these along a hierarchy in the querying step. The choice of
which objects to use, an ontological commitment in the terms of Chapter 4,
determines to an extent the interpretation of the text, or in other words
makes a choice of context for the Content Analysis. However, this context
is kept as broad as possible in the extraction phase. The choice of how
to aggregate the concrete objects to the abstract theoretical concepts is a
much stronger commitment to a context, but this step is reversible, mak-
ing the data useful for other analyses using other contexts compatible
with the initial choice of objects.

Similarly, the complexity gap is dealt with by postponing the irre-
versible reduction of complex structures into unstructured variables to
the queries used to answer the research question. This way, the coders
map the rich structure of text to the relational structure of the network
representation. If required by the research question, the queries map this
relational structure to a set of unstructured variables, for example the
frequency of specific patterns of one or more relations.

Figure 2.4 is an adaptation of figure 2.3, showing how Semantic Net-
work Analysis fits into general Content Analysis methodology as de-
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Figure 2.4: Semantic Network Analysis within Krippendorff’s frame-
work

scribed in Krippendorff (2004). The Content Analysis box on the right-
hand side represents the Semantic Network Analysis process. The first
step is a manual or automatic extraction of the relations between objects
expressed by the text. This yields a network representation of these texts.
This network representation is combinedwith relevant background knowl-
edge about the objects in the network. This background knowledge con-
tains both dictionary knowledge such as ‘a politician is a person,’ and
encyclopaedic knowledge such as the fact that Bill Clinton was president
from 1993 to 2001. This combined data set of media data and background
knowledge is then queried to answer the research question.

On the left-hand side, there are two contexts rather than the sin-
gle context shown in figure 2.3. The general domain context contains
the broad assumptions necessary for extracting the network of objects,
specifically the choice of objects and relations that are extracted, and
the textual features that are used to extract those relations manually or
automatically. The inner oval represents the more specific research con-
text, containing the assumptions made to infer an answer to the research
question. These assumptions include the way objects are categorised us-
ing the background knowledge, the operationalisation of the research
question in terms of patterns in the combined data set of media data and
background knowledge, and the interpretation of these patterns in terms
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of the social context of the message.

The advantage of Semantic NetworkAnalysis for sharing and reusing
data can be explained in terms of these contexts: Since the extraction of
the Semantic Network depends only on the domain context, that net-
work can be used to answer any research question whose specific re-
search context is contained in that domain context. In other words: to
share data between researchers, their choice of which concrete objects to
measure has to be compatible, but they can differ in how these objects
are aggregated or how the network is queried to answer the research
question. The advantage of Semantic Network Analysis for coding can
also be seen in these terms: Since coding relies only on minimal assump-
tions about choice of vocabulary and relations, coders are not burdened
with interpreting categorisation schemes or reducing complex textual
phenomena to single variables. Automatic extraction is not necessarily
easier, but since the extraction method is linked to the domain context
rather than to the specific context of a research question, the method is
more general and does not need to be retrained or reconstructed for dif-
ferent research questions as long as the assumptions made in the domain
context remain valid.

The separation between extraction in the domain context and query-
ing in the research context also allows us to position Semantic Network
Analysis in the manifest–latent and quantitative–qualitative debates. In
the former, since the extraction of the network should be done as close to
the text as possible, it should be restricted to the manifest content. In the
querying, however, latent content can be exposed by inferences based
on the manifest content (such as transitivity of relations), by inference
based on background knowledge (such as relations between objects that
are assumed to be general, e.g. that inflation is bad for the economy), or
by causal inferences assumed in the query operationalisation of the re-
search question (e.g. inferring motives of sources from their messages).
In the quantitative–qualitative debate, the main difference between the
two positions is that quantitative analysis requires codes with a defini-
tion and meaning that is fixed before reading the text, while qualitative
analysis builds the code structure and meaning in an interactive process
while (re)reading the text. In the extraction phase, the domain context
fixes the vocabulary and the meaning of the contained objects. However,
the aggregation to more abstract objects and interpretation of patterns of
relations happens in the research context, and this can be conducted in
an interactive fashion, by conducting queries, inspecting the results and
the original texts on which these results are based, and refining the defi-
nitions of the concepts and patterns used in the query. This is compatible
with the deductive approach to qualitative coding as described by Miles
and Huberman (1994). In this approach, the text is first coded using de-
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scriptive codes, similar to the extraction of a representational network.
The text is then recoded using interpretive codes, which place a layer of
meaning on the original codes, and can be seen as an interactive parallel
to the categorisation of objects using background knowledge. Finally, the
text is coded using pattern codes to indicate interesting patterns and in-
teraction, which is similar to the querying of the network representation.
As noted by Pleijter (2006), many qualitative Content Analysis studies
would benefit from a more rigorous description of the used analysis pro-
cedure, so it would be very interesting to explore whether Semantic Net-
work Analysis can play a role in increasing that rigour without unduly
limiting the hermeneutic analysis.

For Semantic Network Analysis to be possible, it is required that the
concept to be constructed can be expressed as a pattern on the extracted
network. Although the exact operationalisation is beyond the scope of
this thesis, it is plausible that the constructs mentioned above can be
expressed as patterns on a network: studying Agenda Setting requires
determining the visibility of issues, which can be done by counting the
the total number of links connecting the issue node to other nodes in
the network. Evaluations of actors and issues can be operationalised as
the connections of those actors and issues with the Ideal or with positive
values. Second-level Agenda Setting uses the visibility of associations
between objects and their attributes, which is the frequency of links be-
tween these objects and attributes. Horse Race news is represented by
the positive and negative links connecting the real world with the stud-
ied actors. Issue positions look at the evaluations of issues in texts from
a political source such as manifestoes, or at relations between actors and
issues in other texts. Political conflict is naturally operationalised as neg-
ative relations between political actors. Frames are defined by Entman
(1993) as salience of selected attributes which are also operationalisable
as the edges between the framed issues and these attributes. The specific
frames as defined in Valkenburg et al. (1999) can be seen as patterns of
relations between the relevant objects. For example, the economic conse-
quences frame discussed above can be operationalised as the frequency
and valence of causal links from the framed issue to objects representing
economic issues. These observations make it plausible that networks are
a good way of representing media messages; and successful applications
of Semantic Network Analysis point in the same direction (Kleinnijen-
huis et al., 2007b,a; Roberts, 1989; Carley, 1997).
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2.4 The NET method

Chapters 6 – 9 use an existing Semantic Network data set to develop and
test techniques for automatically extracting, representing, and querying
media content. This data set, the analysis of the Dutch 2006 election cam-
paign, is coded using the the Network analysis of Evaluative Texts (NET)
method. This method is a Semantic Network Analysis method devel-
oped by Van Cuilenburg et al. (1986), and extensively used for analysing
political campaign coverage (Kleinnijenhuis et al., 1995, 2007b,a), corpo-
rate news and reputation (Meijer and Kleinnijenhuis, 2006), coverage of
the Bosnian War (Ruigrok, 2005), and economic discourse (Kleinnijen-
huis et al., 1997). This section will describe this method, distinguishing
between the extraction and querying steps described above.

Extraction Similar to Osgood et al.’s (1956) Evaluative Assertion Anal-
ysis, NET Analysis divides a text into propositions called Nuclear State-
ments. Each Nuclear Statement consists of a subject, a predicate, and an
object. The predicate connects the subject and object by association or dis-
sociation: If ‘Bos criticises Balkenende,’ Bos is dissociated from Balkenende,
while ‘Bos being in favour of universal health care’ associates him with the
issue of universal health care. This connection is quantified as the quality
of the connection, ranging from −1 (maximal dissociation) to +1 (max-
imal association). NET further distinguishes between different kinds of
connection, in particular between affinity, action, causation, and equiv-
alence. Affinity is a statement about what an actor would like to do or
to see happen; action is a statement about an actor consciously doing
something; causation is an actor or issue causing something to happen
without conscious effort; and equivalence is the statement that two ob-
jects are equal or comparable (e.g. ‘Universal Health Care is communistic.’)

The Subject andObject of the statement are drawn from a set of mean-
ing objects called an ontology.1 Fully described in section 8.4, this ontol-
ogy can be seen as a hierarchy that describes that Balkenende is a Prime
Minister, which is an Executive Politician, which is an Actor. Similarly, Uni-
versal Health Care is a Health Care issue, which is an Issue. In Evaluative
Assertion Analysis, crime is considered a Common Meaning term since
everybody is against crime. In NET, such valence issues are treated as
normal issues during the extraction step, but can be distinguished in the
querying step. For purely evaluative statements, there is a special ob-
ject called ideal, which represents the positive Ideal. Thus, a sentence
like ‘Saddam is evil’, is coded as a nuclear statement dissociating Saddam
from the ideal by calling him evil. Another special object, reality, is used

1See section 4.1 on page 52
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when something happens without a specified cause. Thus, ‘Inflation risen
to 3%’ would be coded as reality causing Inflation, while if it specified that
unemployment caused inflation to rise, reality would not be used since
the cause of the rise is known. Thus, ‘High unemployment caused rising in-
flation’would be coded as reality causing unemployment and unemployment
causing inflation.

News items such as newspaper articles often contain literal or para-
phrased quotes from actors. In NET, all statements contain one or more
(nested) sources. Each additional source effectively creates a separate
network within the network of the containing source: this represents the
world of the quoted source according to the newspaper or other mes-
sage source. Occasionally, a newspaper will refer to another newspaper
quoting an actor, in which case there is a double nesting.

Often, the complex sentences used in newspaper articles will contain
many such triples. A fictional sentence like “The VVD voted against the
proposed tax cuts as they fear the resulting deficit will increase inflation”
contains an action (the VVD voting against a proposal), and two causal
statements made by a source (according to the VVD, the proposal will
increase the deficit, and the deficit will increase inflation). Since NET is
limited to dyadic predicates (relations between single subjects and ob-
jects) and does not allow predicates to be used as subject or object of
other predicates, not all information contained in some sentences can
be represented. For example, in “The CDA rejected the vote of the VVD
against the proposal as a populist gesture” there is a negative relation be-
tween the CDA and the relation representing the vote of the VVD. Since
this relation cannot be used as a subject or object, this sentence would
be represented as the CDA being against the VVD, since that is the re-
lation that comes closest to the meaning of the sentence in its political
context. Similarly, if “the CDA and VVD disagreed on the tax cut,” it is
obvious that there are negative relations between the VVD and CDA, but
it is not generally possible to code the cause of the argument. These lim-
itations are the consequence of remaining within a graph representation,
as using relations within relations or relations between more than two
objects would result in more complex structures than graphs. Staying
within a graph representation is an important advantage as graphs are
well-understood mathematically and many methods from graph theory,
logic, and social network analysis can be applied to graphs. However,
if a research question requires more complicated relations, it is possible
to augment the NET method, for example by creating an angle or indi-
rect object field to represent the topic of disagreement, or creating spe-
cial objects to represent certain relations about which there is discussion,
such as “Wilders making the film Fitna” in the recent debate on that film.
Such additions can help answer the research question but are difficult to
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interpret in a general graph-centred manner. If one makes sure that the
additions strictly add information (i.e. the basic subject–predicate–object
relation is still valid) the resulting network will still be useful for general-
purpose analysis by ignoring these additions.

Consider the example article in Figure 2.5, which is a (translated)
description of a debate between the various party leaders in the Dutch
2006 parliamentary elections, focussing on the clash betweenWouter Bos
(PvdA / Social Democrats) and Jan Peter Balkenende (CDA / Christian
Democrats), the main contenders for the position of Prime Minister. The
headline is coded as a reciprocal negative relation between the politi-
cal blocks Left and Right. The first sentence of the lead is more compli-
cated: The main message is that Balkenende and Bos are fighting, but it
is also stated what they are fighting about: the issues Poverty and Health
Care. This is coded as two reciprocal negative relations between the two
politicians, with the two issues in the respective angles of the two rela-
tions. In the next sentence, Balkenende states that Bos is scaring people,
which is coded as Bos acting against the Dutch citizens with Balkenende
as source. The final sentence expresses two relations: according to Bos,
investing more money would be good for Health Care, and Bos wants to
invest money in Health Care, here coded as an affinitive (issue position)
relation between Bos and Health Care Investments. All statements also
have the newspaper De Telegraafas implicit primary source.

�

�

�

�

Hard confrontation Right and Left
The champions for the premiership, Labour leader Bos and Christian Democrat leader Balkenende,

attacked each other over poverty and health care. Bos is needlessly scaring people, according to the

prime minister. [..] Bos: “Good health care costs money, so we should invest more.”

Source Subject Relation Object Angle

1 Left −1 affinitive
←−−−−−−→ Right

2 Bos −.7 affinitive
←−−−−−−→ Balkenende Poverty

2 Bos −.7 affinitive
←−−−−−−→ Balkenende Healthcare

3 Balkenende: Bos
−.7 acting
−−−−−→ Citizens

4 Bos: Invest Health
+.5 causative
−−−−−−−→ Healthcare

4 Bos +1 affinitive
−−−−−−−→ Invest Health

Source: De Telegraaf, 22 November 2006 (tr.auth). Reading: sentence 3 means
that according to Balkenende, Bos is acting against the good of the citizens

Figure 2.5: Example article with NET coding
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Querying The procedure outlined above yields a network of actors and
issues, or rather a set of networks for each article and nested source. The
queries that are used to answer the research question will not generally
be posed at the level of relations between concrete objects in single ar-
ticles, but rather at the level of (patterns of) relations between abstract
categories in collections of articles. The NET method does not specify
how the network should be queried, but it does offer a number of ways
to aggregate and enrich the extracted network. These methods will be
discussed here.

A first step in enriching the network is combining networks and ag-
gregating the nodes and edges. The unit of analysis is often a collection
of individual messages, such as all articles in a newspaper in one week.
The networks representing these messages are combined into one net-
work for each unit of analysis. Subsequently, the hierarchy is used to
aggregate all actors and issues to the concepts at the level of detail re-
quired to answer the research question. For example, all members of a
political party will be combined with that party into a single node, and
all issues under Leftist Issues will be similarly combined with that issue.
Object (nodes) in the network are now often connected bymultiple state-
ments (edges), which can be combined into single edges by calculating
the frequency, average quality, and diversity and ambiguity of the qual-
ity, i.e. the variance within and between relations (Van Cuilenburg et al.,
1986, p.91–92). This yields a network per unit of analysis, consisting of
objects at the level of abstraction required for the research question and
with a single relation between each pair of objects.

Optionally, depending on the research question, transitivity may be
applied to the links in the network to infer indirect links: if Bos is against
inflation, and inflation causes economic growth to slow, then we can infer that
Bos is probably in favour of economic growth using the intuition of ‘the
enemy of my enemy is my friend.’ This intuition is a generalisation of
Balance Theory and Cognitive Dissonance theory (Festinger, 1957; Hei-
der, 1946) to semi-cycles rather than triangles (cf. Wasserman and Faust,
1994, p.220–233), and to links with both intensity and valence rather than
just valence. Such an indirect link is called a chain, and the combination
of all chains between two objects is called a bundle (Van Cuilenburg et al.,
1986, p.92–93). Mixed messages may exist: for example, a politician can
be in favour of cutting taxes and against budget deficits, while the article
states that cutting taxes will increase the deficit. Such mixed messages
will lead to a bundle between the politician and the deficit with a high di-
versity. This can signal an interesting phenomenon, possibly indicating
cognitive dissonance or a desire of the source to portray the politician as
inconsistent.

Another inference is on the interaction between the sub-networks of
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sources and their containing networks. Source Elimination allows the lift-
ing of statements from the source network to the containing network if
the source is considered neutral, such as in a newspaper article quoting
an expert or a ‘well-informed source.’ This assumes that the original
message source quoted the source as a way of presenting his or her own
opinion. Judgement Extrapolation transforms a quoted evaluative state-
ment into an affinity between the source of the quote and the evaluated
object: an actor stating that something is bad implies that the actor is
against it. This can be combined with transitivity to allow inferring an
indirect affinity by an indirectly expressed evaluation: if Bos states that
the Government is spending too much, which causes inflation, which is
bad, it is implied that Bos is against the government. If inflation is a
negative valence issue, the latter part (inflation is bad) may even be left
implicit, since being in favour of a negative valence issue implies being
associated with the negative ideal. Transitivity and quoted network in-
teraction can be considered ways to uncover the latent meaning of texts.

2.5 The 2006 Dutch parliamentary elections

As stated above, a large part of the substantive work in this thesis has
been conducted using the data set created in the analysis of the Dutch
2006 elections. This section gives a brief overview of these elections, see
Kleinnijenhuis et al. (2007a) for a more comprehensive description.

Dutch parliamentary elections took place on 22 November 2006 with the
Dutch voters causing an upheaval in the political arena of The Hague.
Instead of the expected titanic struggle between the leaders of the Chris-
tian Democrats (CDA; see table 2.1 for an overview of the main parties
and their leaders) and the Social Democrats (PvdA), voters deserted es-

Table 2.1: Main parties in the 2006 elections

Party Description Leader

SP Socialist Party Jan Marijnissen
PvdA Labour, Social Democrats Wouter Bos
CDA Christian Democrats Jan-Peter Balkenende
VVD Conservative Liberals Mark Rutte∗

PVV Anti-immigration, extreme right Geert Wilders
∗ Rita Verdonkwas the runner-up in the highly contested primary election for the
VVD party leader. She ran a largely separate campaign and she, and the strained
relations between her and Mark Rutte, received considerable media attention.
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tablished parties, especially the PvdA and the conservative Liberal Party
(VVD), in favour of more outspoken parties on both the left and right
wings of the political spectrum. This is illustrated in figure 2.6, which
clearly shows the increase of the SP and VVD at the expense of espe-
cially the more centrist PvdA and VVD. As shown by (Kleinnijenhuis
et al., 2007a) these short-term dynamics of voter preferences are highly
influenced by preceding news coverage.

In the months before the election, the news coverage in the Nether-
lands was filled with the upcoming elections and the campaign preced-
ing the vote. Based on early opinion polls, the media speculated on a
‘titanic struggle’ between the two largest parties, the CDA of incumbent
Prime Minister Jan Peter Balkenende and Wouter Bos, the leader of the
largest opposition party, the PvdA. This struggle, however, failed to ma-
terialise. On the contrary, in September the incumbent government pre-
sented the 2007 budget full of good news (“After the bitter comes the
sweet”, De Telegraaf, 20 September 2006) and the CDA became more
often presented as a successful party responsible for economic growth,
while the PvdA went into a downward spiral with Bos presented as a
‘flip-flop.’ The other incumbent party, the VVD, could not profit from
this success as it was burdened down with internal struggles. After the
internal party election between two candidates representing the liberal
and conservative wings of the party, the party was unable to form a uni-
fied front. In the shadow of this battle and the problems of the PvdA,
the smaller parties seized the opportunity to present themselves as a
more outspoken alternative: The right-wing Party for Freedom (PVV)
presented itself as an alternative for the right-wing liberals, while the
Socialist Party (SP) portrayed itself as a stronger and more outspoken al-
ternative for the PvdA. Rather than the political landscape of two large
parties as speculated on initially, this resulted in a parliament with five
relatively strong parties, which made it very difficult to form a coalition
government as even the two largest parties (CDA and PvdA) together
did not constitute a majority.

Figure 2.6: The political spectrum before and after the 2006 elections
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2.6 Computer Content Analysis

The sections above gave a general overview of Content Analysis meth-
odology and in particular of Semantic Network Analysis and the NET
method that is used extensively in this thesis. Part II of this thesis de-
scribesmethods to automate themeasurement part of NETContent Anal-
ysis. This section will give a brief overview of some of the Automatic
Content Analysis methods currently in use. See Krippendorff (2004,
ch.12) and Popping (2000, p.185–203) for a more complete overview.

2.6.1 The Dictionary Approach: General Inquirer and others

One of the oldest approaches to automatic content analysis is what (Krip-
pendorff, 2004, p.283) calls the dictionary approach: a computer program
contains a dictionary of words corresponding to a certain meaning cate-
gory, and the program counts the occurrence of these words in the input
texts.

The General Inquirer is one of the oldest dictionary based computer
programs and as such deserves special mention in this section. First pre-
sented by Stone et al. (1966), it has been used and developed until the
present day. At its heart, the General Inquirer is a very simple program
that maps words to categories using a dictionary of words for each cate-
gory. It also has a disambiguation system for words used in multiple cat-
egories and does limited stemming in the sense of matching root words
to inflected forms.

Although the General Inquirer can process any kind of dictionary, it
is mainly used with its built-in dictionary. This dictionary is the result
of the ongoing development of the General Inquirer, containing, among
others, the categories of Osgood et al. (1967) and the Lasswell value dic-
tionary (Namenwirth and Weber, 1987). In total, this dictionary has 182
categories ranging from a dozen to 2291 entries.

As surveyed by Alexa and Züll (1999), there are currently a great
number of largely incompatible computer programs for dictionary-based
coding, many of which also offer explorative analysis such as concord-
ances, Keyword-In-Context (KWIC) listings, and frequency analysis2.
For example, TextQuest3, (developed byHaraldKlein), TextPack (Mohler
andZüll, 1998), andVBPro (Miller, 1995) all offer variousword frequency,
concordance, KWIC, and dictionary-based analysis features. Diction sim-
ilarly offers a set of custom dictionaries developed for capturing the
“tone of a verbal message” in five master variables: Certainty, Activity,
Optimism, Realism, and Commonality (Hart, 1985, 2001).

2See also http://www.textanalysis.info/ for an overview
3http://www.textquest.de/eindex.html
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Some statistical packages now also contain dictionary-based auto-
matic coding modules, for example for coding open-ended survey ques-
tions. WordStat4 is a module in the SIMSTAT package, and allows both
dictionary based coding and Keyword-in-Context (KWIC) functionality.
SPSS offers two modules, a dictionary-based system called LexiQuest
Categorize, and a more inductive relation-extraction system called Lex-
iQuest Mine5.

2.6.2 Qualitative Text Analysis: Atlas.ti and others

There are a number of software packages for Qualitative content anal-
ysis, aimed at assisting manual coding rather than replacing the man-
ual coder. For this reason, these software packages are called Computer
AidedQualitativeDataAnalysis Software (CAQDAS) programs. Lewins
and Silver (2007) describe and compares a number of these CAQDAS
packages

Atlas.ti is a typical and well-known CAQDAS program. It combines
document and codebook management with coding facilities, allowing
the user to add documents, define codes and relations between codes,
and assign these codes to parts of the added documents. Aimed at qual-
itative content analysis, Atlas.ti does not fix the unit of measurements
at sentences or paragraphs, but allows the user to select a piece of text,
called a quote, and code it using a new or existing code. Atlas.ti also al-
lows the user to create relations between codes, including is-a relations.
This creates a network of quotes, assigned codes, and relations between
these codes. However, this network is not used for formal inference such
as aggregation or querying such as done in Semantic Network Analysis
as described above. Rather, it is a tool to allow a researcher to explore
the quotes and build a theory of the meaning of the text by looking for
quotes with related codes. The link between meaning and text being
very important in qualitative analysis, Atlas.ti makes it easy to view and
navigate to the quotes belonging to codes and to find related quotes and
codes.

Other CAQDAS programs are MaxQDA6, NVivo7, and Kwalitan8.
All programs allow coding of selected segments of text and searching
for text using these codes. These packages also allow the creation of a
code hierarchy similar to the network structure of Atlas.ti, and in Kwal-
itan and MaxQDA this hierarchy can be used functionally to find and

4www.provalisresearch.com/wordstat/wordstat.html
5http://www.spss.com/predictive_text_analytics/
6http://www.maxqda.com
7http://www.qsrinternational.com
8http://www.kwalitan.net
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manipulate all segments coded with a branch of the code hierarchy. Due
to the importance of iteratively going from text to code and back, all
packages have advanced functionality for viewing existing codes in text
and retrieving the text segments associated with a code.

2.6.3 KEDS / TABARI

The Kansas Events Data System (KEDS)9 is the name of the program
that was developed in the late 1980’s to automatically code international
events data, such as one country making a proposal to another country
(Schrodt et al., 2005; Schrodt, 2001; Schrodt and Gerner, 1994). KEDS
has since been superseded by TABARI (Text Analysis by Augmented
Replacement Instructions), written in C++ and released under the GPL
open source license. The data model assumed by KEDS and TABARI
is simple: an event set is a set of (Subject, Event, Object) triples, where
the Subject and Objects are taken from a list of actors and the events
are generally taken from a standardised events typology such as WEIS
(McClelland, 1976) or COPDAB (Azar, 1982). International events are
conceived as either positive or negative acts, or statements of one actor
towards another.

Whereas NET is used primarily to code the variety of overlapping
and partially contradictory reports in themedia and in the political arena,
event analysis is aimed ultimately at assessing the positive or negative
nature of real-world events on the basis of a large variety of media re-
ports about them.

TABARI focusses on relations between actors: its aim is not to reveal
relations with issues or assess performance or morality. At the heart of
the assignment of either positive or negative relations in KEDS is a pre-
defined categorisation of statements and acts, starting from a total war
between actors, towards various negative and positive statements, and
ending with the complete unification of actors.

The event coding program, TABARI, processes individual sentences.
Preprocessing removes punctuation and looks up all words in the sup-
plied coding dictionaries. Verbs and nouns are disambiguated based on
articles and capitalisation patterns. There are a set of rules to process
anaphoras and to handle compound phrases and clauses and subordi-
nate clauses and to remove non-restrictive clauses.

Subsequently, the program tries to match verbs in the sentences to
phrases from the dictionary. If such a phrase is found, the program finds
the corresponding subject and object using surface pattern matching: If
the dictionary phrase specifies actor locations, these are used; if not, the
first actor in the sentence and first actor following the verb are used, or

9http://www.ku.edu/~keds
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(if no actor follows the verb) the first non-subject actor in the sentence.
Compound noun phrases are expanded into multiple triples.

2.6.4 Map Analysis: Automap and ORA

Map Analysis is the name of a method of Relational Content Analysis
based on the pioneering work on Cognitive Maps by Axelrod (1976) and
developed at Carnegie Mellon University from the 1980’s (Carley, 1986,
1993, 1997). Based on this work, an XML data format called DyNetML
(Tsvetovat et al., 2003) and automatic relational content analysis program
Automap (Diesner and Carley, 2004)10 were developed.

Whereas NET makes an attempt to code the nature of relationships
between nodes in great detail, Map Analysis succinctly reveals whether,
or how frequently, a relationship between two nodes exists, thereby shift-
ing its focus towards the nature of the nodes in the network and the
nature of the network of relationships. Whereas NET had its origins
in mass communication, and KEDS/TABARI in International Relations,
Map Analysis is rooted in Organisational Communication and Sociol-
ogy and in Social Network Theory (Doreian et al., 2004; Wasserman and
Faust, 1994).

In DyNetML, nodes are divided into a number of different node types,
such as actors, tasks, and knowledge. A Dynamic Network consists of
a set of relations, where each relation can be between two node sets of
the same or different types. Although these relations can be an arbi-
trary number, the representation is generally used for dichotomous or
weighted relations. Nodes can have arbitrary string-valued attributes.

Automap is a proximity based network extraction tool. It identifies
nodes combining a delete list and a generalisation thesaurus, which as-
signs a category to each word in the thesaurus, and a meta-matrix the-
saurus that assigns a node type to each category. Relations are coded
using proximity with options for counting only recognised words and
for using linguistic units rather than a fixed window size.

ORA (Organisational Risk Analyser) can be seen as a companion pro-
gram of Automap: whereas Automap conducts the extraction of net-
works, ORA is used for analysing these networks. ORA calculates a
number of SocialNetworkAnalysis and has special features for analysing
networks of and between actors, skills, and tasks, and for simulating
changes to those networks.

A related program is Crawdad (http://www.crawdadtech.com),
based on a text analysis method called Centring Resonance Analysis
(Corman et al., 2002), which creates a network of nouns linked by their
co-occurrence in noun phrases, and uses the Social Network Analysis

10http://www.casos.cs.cmu.edu/projects/automap/
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metric centrality to determine the relative importance of the nouns in
these networks.

2.7 Conclusion

This chapter presented an overview of the field of Content Analysis,
starting from a number of definitions and applications of Content Anal-
ysis in the literature. It defined Semantic Network Analysis as a Con-
tent Analysis technique and placed it within the general Content Anal-
ysis methodology. It also described the NET method, which is the Se-
mantic Network Analysis method that serves as the basis for most of
the techniques presented later in this thesis, and the Dutch 2006 elec-
tion campaign coverage that provided much of the data used. Finally,
it reviewed a number of existing computer programs for content anal-
ysis, both for fully automatic analysis and for assisting manual coding.
This provides the conceptual starting point for the methods and tools
presented in parts II – IV.
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CHAPTER 3

Natural Language Processing

‘Unfortunately, or luckily, no language is tyrannically consistent. All grammars leak’
(Andrew Sapir, Language: an Introduction to the Study of Speech (1921, p. 39))

The first Research Question of this thesis deals with automatically ex-
tracting Semantic Networks. Automatically extracting networks from
text requires the processing of text by the computer, which is the topic of
study in the field of Natural Language Processing. This chapter reviews
some of the terms and processes used in Natural Language Processing,
providing the background knowledge for chapters 5 – 7.
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3.1 Introduction

The first Research Question of this thesis deals with automatically ex-
tracting Semantic Networks from text. For this, we make use of tech-
niques from Natural Language Processing (NLP). NLP is a field of Ar-
tificial Intelligence that is concerned with extracting the structure and
meaning of natural language by the computer. This chapter briefly re-
views some of the terms and techniques used in that field.

Linguistics have a long history of trying to unravel the structure of
language, and since the invention of electronic computers attempts have
been made to use the computer to apply the linguistic findings automat-
ically, using formal grammars or simple probabilistic approaches (Ju-
rafsky and Martin, 2000, p.11-13). Although important advances were
made, it was found that it is difficult to scale the early rule-based systems
up to the full complexity of language (cf. Manning and Schütze, 2002,
p.4–6). Recent decades have seen an enormous increase in available com-
puter power and storage, and the availability of digital texts, allowing
the development of Corpus Linguistics and Statistical NLP. These tech-
niques use large annotated or unannotated corpora to refine the hand-
crafted rules and discover new patterns automatically, allowing the tech-
niques to scale up to natural language.

Although Content Analysis and Natural Language Processing both
deal with extracting meaning from language, they should be seen as
complementary rather than competing. The goal of Content Analysis
(and hence Semantic Network Analysis) is to answer a research ques-
tion dealing with an interaction between a message and the social con-
text of that message. NLP, on the other hand, deals with unravelling the
structure of the message itself. Hence, progress in NLP makes the task
of Content Analysis easier, as the gap between the theoretical concepts
used in Communication Research and the extracted linguistic structure
is presumably smaller than that with the raw text, allowing the content
analyst to concentrate on the link with the social context rather than with
the capriciousness of text.

The next section describes the ‘preprocessing pipeline,’ a sequence of
linguistic processing techniques that are commonly used to preprocess
text prior to more sophisticated analysis. Section 3.3 briefly describes the
use of thesauri in linguistic processing. Section 3.4 defines some perfor-
mance metrics commonly employed in NLP that are used in some of the
later chapters.
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Figure 3.1: The Linguistic Preprocessing Pipeline

3.2 The Preprocessing Pipeline

In the automated linguistic processing of natural language, a number of
techniques are designed to be used sequentially, meaning that the out-
put of the first module is the input of the second. Hence, the sequence
of these techniques is often called a processing pipeline. The techniques
presented in part II assume that some or all of these preprocessing steps
have been taken.

Figure 3.1 visualises a typical preprocessing pipeline, the white rect-
angles representing the preprocessing modules described here and the
grey documents representing the input and output data. Not all tech-
niques described in part II require a complete run through the pipeline,
since some techniques might only require lemmatising while other tech-
niques require their input to be fully parsed. The remainder of this sec-
tion describes the components of the pipeline. For each component, it
describes what the component does, why the output is useful for Con-
tent Analysis, and it briefly describes what techniques are used. To illus-
trate the working of each component, (parts of) the following example
sentence will be used:

Senator Barack Obama broke forcefully on Tuesday with his former pastor,
the Rev. Jeremiah A. Wright Jr., in an effort to curtail a drama of race, values,
patriotism and betrayal that has enveloped his presidential candidacy at a criti-
cal juncture. At a news conference ... (Obama’s Break With Ex-Pastor Sets
Sharp Shift in Tone, The New York Times, April 30, 2008)

Most of the techniques presented in this paper are developed for the
Dutch language and hence rely on Dutch NLP techniques. Fortunately,
the structure of English and Dutch is similar enough to demonstrate
the general working of the various preprocessing techniques in English
without being distracted by translations.

3.2.1 Tokenisation and Sentence Boundary Detection

Example Input
his former pastor, the Rev. Jeremiah A. Wright Jr., in an

effort ... at a critical juncture. At a news conference ...
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Example Output
(Sentence 1) his former pastor , the Rev. Jeremiah A.

Wright Jr. , in an effort ... at a critical juncture .

(Sentence 2) At a news conference ...

The first two components, which are lumped together in this descrip-
tion, transform the text from a list of characters to a list of sentences and
tokens (words). In Dutch, as in English, this task is not very difficult
because we use spaces to delineate words, and full stops to mark sen-
tence boundaries. There are some complications, however, as full stops
are also used in abbreviations and punctuation is a separate token but
generally written after a word without a space in between. In the exam-
ple sentence, the system has to understand that the comma after Jr and
the full stop after juncture are punctuation tokens, while the full stops af-
ter Rev, A and Jr are part of these words and not a separate punctuation
token. Similarly, the sentence boundary detection has to detect that the
full stop after Rev does not end a sentence, even though the next word is
capitalised.

Apart from being a prerequisite for further processing, tokenisation
can be useful for Content Analysis because one often searches for spe-
cific words rather than character strings. Sentence boundaries can be
useful for co-occurrence analysis as performed in chapter 5: two con-
cepts occurring in the same sentence can be more informative than the
two concepts occurring within a fixed number of words or characters.

Generally, regular expressions (simple character patterns) and lists of
known titles and abbreviations are often sufficient to conduct this task,
although Machine Learning Systems are also used (e.g. Grefenstette and
Tapanainen, 1994; Reynar and Ratnaparkhi, 1997).

3.2.2 Part of Speech (POS) Tagging

Example Input
Senator Barack Obama broke forcefully

on Tuesday with his former pastor

Example Output
Senator/NNP Barack/NNP Obama/NNP broke/VBD forcefully/RB

on/IN Tuesday/NNP with/IN his/PRP$ former/JJ pastor/NN

In teaching children the structure of their native language, one of the first
things taught is often the difference between the Parts of Speech such as
verbs, nouns, and adjectives. Since its part of speech determines to a
great extent how a word can be conjugated and used in sentences, this is



3.2 The Preprocessing Pipeline 45

also a very important step in Natural Language Processing (cf. Fellbaum,
1998, chs.1–4).

In the example sentence above, Senator Barack Obama and Tuesday are
tagged as names or proper nouns (NNP). Broke is tagged as a past tense
verb (VBD), and on and with are prepositions (IN). Forcefully is tagged
as adverb (RB), former is an adjective (JJ), his is a possessive personal
pronoun (PRP$), and pastor is a singular noun (NN).

The choice of which tagset to use and how to label and define the tags
is not fixed: a number of tag systems exist with different levels of detail.
The tag set used above is called the Penn Treebank tag set and has 48
tags (Marcus et al., 2004), while the Dutch WOTAN tag set has 233 very
detailed tags based on 13 base tags (Berghmans, 1994).

Knowing the Parts of Speech of text is useful in Content Analysis
for two reasons: First, it can reduce ambiguity problems by searching
for words with a specific part of speech, for example only accepting the
word ‘Bush’ if it is a proper name or the word ‘code’ if it is a verb. A
second usage is more inductive: if we are interested in compiling a list
of positive and negative adjectives, a POS-tagged corpus can be used
to extract all adjectives occurring with a specified minimum frequency.
This can help reduce the coverage problem associated with word lists.

Tagging software is generally data driven: the tagging rules are learned
automatically based on a (large) corpus of example text that has been
tagged manually. Various methods exist for learning these rules, but
they generally contain a lexical database of possible tags per word, dis-
ambiguation based on tags assigned to previous words, and a system for
handling unknown words (cf. Jurafsky and Martin, 2000, ch.8).

3.2.3 Lemmatisation

Example Input
Obama/NNP broke/VBD forcefully/RB

with/IN his/PRP$ former/JJ pastor/NN

Example Output
Obama/NNP/Obama broke/VBD/break forcefully/RB/forceful

with/IN/with his/PRP$/he former/JJ/former pastor/NN/pastor

In Dutch as in English, the base form of a word can be conjugated into
multiple forms to express attributes such as the gender, number, and
person of a noun or verb. For example, the word broke is the past tense
form of the verb to break. The lemma of a word is the head word under
which it would be listed in a dictionary, generally the infinitive form of
a verb and the singular form of nouns. Lemmatisation is the process of
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reducing the words in a text to their lemmas. In the example sentence,
the verb broke is lemmatised to break; forcefully is lemmatised to forceful,
and his becomes he. The remaining words are identical to their lemma
and remain the same.

Especially in highly conjugated languages, lemmatisation reduces the
number of different forms in which the same word appears.1 Since in
Content Analysis one is generally interested in the meaning of a word
rather than its syntactic function, this reduces the amount of synonyms
that have to be included in searching for a concept. Although using tech-
niques such as wildcard searches can also help here, this generally does
not help for irregular conjugations such as strong verbs or irregular plu-
rals, and can accidentally include words with the same prefix.

Programs that conduct lemmatisation generally use a lexicon or list
of possible lemmas for each surface form, and a component for guess-
ing unknown words, for example by stripping common word endings.
Although a lemmatiser could use the raw text as input, it often uses the
Part-of-Speech tags to determine which conjugations are possible.

3.2.4 Parsing

Example Input
Obama/NNP/Obama broke/VBD/break forcefully/RB/forceful

with/IN/with his/PRP$/he former/JJ/former pastor/NN/pastor

Example Output

broke/VBD/break

Obama/NNP/Obama forcefully/RB/forcefulwith/IN/with

pastor/NN/pastor

his/PRP$/he former/JJ/former

su mod
pc

obj

det mod

The last step in the pipeline shown in figure 3.1 is that of syntactic pars-
ing. Where POS-tagging and lemmatisation give information about the

1In this case, English is substantially simpler than many other languages. For example,
Dutch conjugates verbs in three singular and one plural form, and German has even more
conjugations due to the overt case marking. Agglutinative languages such as Hungarian or
Turkish are among the most conjugated languages, among others also expressing modality
within the main verb.
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words, parsing looks at the grammatical relation between words. In tra-
ditional parsing, words combine to create larger units, which are then
combined into a single sentence unit. This creates a tree or graph struc-
ture called the parse tree or syntax tree. This creates a parse tree with the
words as leaves and the abstract categories, such as noun phrases, as
non-final nodes. A simpler alternative to represent the output of parsing
is using a dependency tree. In a dependency tree, all nodes are words, so
no abstract categories are used in the tree. The root (top) of the tree con-
tains the head word of the sentence. Similarly, in each branch the root is
the head of that branch. This reduces the size and complexity of the tree
and makes it easy to see what the most important words and relations
are.

The dependency tree for the example sentence Obama broke forcefully
with his former pastor is displayed above. The verb broke is the head of the
sentence, with Obama as its subject (su) and modified (mod) by forcefully.
With his former pastor is the prepositional complement (pc) of broke, and
with is the head of this complement. His former pastor is the object (obj)
of with. Pastor is the head word of this object, with his as its determiner
(det) and former as a modifier.

Dependency trees have the advantage of not creating any abstract
nodes, thereby creating a smaller tree structure. The example depen-
dency tree given above has 7 nodes, while the corresponding syntax tree
with abstract categories would have at least twice as many. Since dif-
ferent linguistic traditions yield different parse trees for the same sen-
tence, much like the different POS-tag sets discussed above, dependency
trees are often used as a common base for using and comparing different
parsers. For example, the Dutch Alpino parser that is used in this thesis
is a Head-Driven Phrase Structure Grammar (HPSG) parser, but we use
the dependency output rather than the full HPSG parse tree (Van Noord,
2006).

Parsing can be very useful if we are interested in investigating the
relation between concepts or characterisations or evaluations of single
concepts. The same basic relation, such as an actor being the subject of
the verb to fail, can be expressed in many different ways by having struc-
tures such as relative clauses and adjectives in between. By searching for
patterns in the dependency parse rather than the raw text, we can greatly
increase the coverage of patterns. Like POS-tagging, we can also use this
inductively, for example by compiling a list of all adjectives applied to
politicians, making sure that no important adjectives are missing in our
word lists.

Initially, parsers mainly consisted of hand-built rules that govern the
joining of constituents to form larger units such as Verb Phrases. State-
of-the-art parsers are generally trained on large corpora of manually
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or semi-automatically parsed texts, such as the Penn Treebank (Marcus
et al., 2004) or the Corpus Gesproken Nederlands (Corpus of Spoken
Dutch; Van der Wouden et al., 2002).

3.3 Thesauri

A recurrent problem in searching in text is that of synonyms: there are
often a number of words that share the same meaning. For example, if
we are interested in whether texts talk about being rich or being poor, we
want to look for all synonyms of ‘rich’ and ‘poor.’ Thesauri are lists of
sets of synonyms, and a number of machine-readable thesauri are avail-
able.

For English, two well known thesauri are Roget’s Thesaurus (Kirk-
patrick, 1998) and WordNet (Miller, 1990; Fellbaum, 1998). Roget’s the-
saurus was created in 1805 (first published in 1852) by Peter Roget and
has been continually updated and expanded since, currently contain-
ing over 200,000 entries in almost 60,000 synonym groups. WordNet is
more recent, having been developed at Princeton University since 1985.
Version 3.0 contains over 150,000 words in more than 100,000 synonym
sets, and is used in many application in computer science. For Dutch, a
good thesaurus is Brouwer’s thesaurus (Brouwers, 1989), originally pub-
lished by Lodewijk Brouwers in 1931 and also continuously updated
since. This thesaurus contains around 123,000 single-word entries, in-
cluding around 20,000 verbs and 16,000 adjectives and adverbs, cate-
gorised into 1,000 fairly broad synonym sets. For each of the listed the-
sauri, a single word can appear in multiple synonym sets due to ambi-
guity or homonymy. For example, the word ‘spring’ can refer to a well,
a season, a coil, or a jump, and it would be listed in the synonym sets
corresponding to these meanings. Since the entries also contain the POS
tag of the word, it is sometimes possible to disambiguate between word
senses. For example, safe as a noun (a money safe) and as an adjective (a
safe house) have different meanings.

As an indication of the sort of information contained in a thesaurus, a
selection of synonyms given for the word ‘rich’ in the discussed thesauri
are listed below:

Roget’s affluent, flush, moneyed, wealthy
WordNet affluent, flush, loaded, moneyed, wealthy, comfortable, pros-

perous, well-fixed, well-heeled, well-off, well-situated, well-to-do
Brouwers bemiddeld (affluent), rentenier (person living off interest), rijkheid

(richness), weelderig (wealthy), goudvisje (little goldfish; figurative),
gegoedheid (well-to-do-ness), luxe (luxury)
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3.4 Evaluation metrics

In developing methods for automated (language) processing, we often
want to know how well the automatic method performs. A common
method for doing so is by creating a Gold Standard by a native speaker
or domain expert, and comparing the output of the automatic method to
that Gold Standard. In this comparison, we assume that we have a num-
ber of cases to which the method has to assign a class, and we compare
the automatically assigned class to the Gold Standard class on a case-by-
case basis using an evaluation metric.

A simple metric is accuracy: the percentage of cases that was pro-
cessed correctly. However, this is not very informativewhen some classes
have low frequencies. For example, if we want a method to classify whe-
ther a word refers to a politician, a system that assigns the negative class
to each word probably gets an accuracy of over 90% because most words
do not refer to politicians.

For these reasons, in Machine Learning and Statistical NLP, the met-
rics precision, recall, and F1 score are often used (Manning and Schütze,
2002, p.267–271). These metrics are all calculated separately for each
class and then averaged if needed. Precision is an indicator of how often
the automatic method was correct when it assigned that class. Recall is
an indicator of coverage: how many true instances of that class did the
method find? The F1 score is the harmonic average of the two metrics,
generally being closer to the lower of the two.

To calculate these metrics, consider the diagram in figure 3.2. The
thick grey circle indicates which cases belong to a target class according
to the Gold Standard; the thin black circle contains the cases assigned
to that class by the automatic method. The intersection of these circles
are the true positives: all cases in that region belong to the target class
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Figure 3.2: Schematic representaion of classification according to an au-
tomatic method and a Gold Standard
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according to both model and Gold Standard. The false positives are mis-
classified by the model as belonging to the class (errors of the first kind),
and False negatives are misclassified by the model as not belonging to the
target class (errors of the second kind). True Negatives are the cases out-
side both circles, i.e. the cases correctly classified as not belonging to the
target class. Precision is then defined as how often the model was cor-
rect when it classified a case as belonging to the target class, and Recall
is the percentage of cases actually belonging to the target class (accord-
ing to the Gold Standard) that was found by the model. The F1 Score
is defined as the harmonic average of those two measures, and can be
reported either per target class or as an average over all classes.

If we count the number of cases in each of these regions, we can apply
the following formulas to determine the metrics:

Precision pr =
True Positive

True Positive + False Positive

Recall re =
True Positive

True Positive+ False Negative

F1 Score F1 =
2 · Precision · Recall
Precision + Recall

In the example, suppose there were 4 true positives, 2 false positives,
and 6 false negatives. This gives a precision of 4/6 = .67, and a recall
of 4/10 = .4. The F1 score is then 2 · .67 · .4/(.4+ .67) = .50. The true
negatives are not used in the calculation.

3.5 Conclusion

This chapter described a number of Natural Language Processing tasks
that can be used to (pre)process texts before conducting Content Analy-
sis. In particular, it described tokenising, Part-Of-Speech (POS) tagging,
lemmatising, and syntactic parsing. The chapter briefly discussed using
thesauri to overcome synonymy problems. Finally, it dicussed the evalu-
ation metrics of precision, recall, and F1 score that are useful for evaluat-
ing automatic (language) processing methods by comparing the method
output with a Gold Standard. This provides the background knowledge
on Natural Language Processing assumed in parts II and III
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Knowledge Representation and the Semantic Web

‘The words remain equal, but the meanings shift’
(De woorden blijven gelijk, maar de betekenis vershuift; Trouw, October 8, 1994)

Techniques from the Semantic Web, a field of Knowledge Representa-
tion, are useful for the formal representation of Semantic Networks. Such
a formal representation can help in analysing, sharing, and reusing Se-
mantic Network Data. This chapter provides some background regard-
ing Knowledge Representation and the Semantic Web, focusing on the
techniques used in part III.
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4.1 Introduction

As described in chapter 2, one of the biggest challenges facing Content
Analysis is the need to share, combine, and reuse data sets. This need is
driven by the fact that modelling complex interactions between source,
message, and sender, such as that between politics, media, and pub-
lic, requires large data sets from different countries and/or time peri-
ods. Gathering Content Analysis data is expensive and time-consuming,
which makes it expedient to use and reuse data to the fullest extent. One
of the fundamental problems in (re)using Content Analysis data is the
semantic gap between the symbols in the message and the theoretical
concepts used in the research question. In particular, there is an abstrac-
tion gap and a complexity gap. The abstraction gap is the gap between the
textual symbols that refer to concrete objects, such as Bush, and the the-
oretical concepts that are more abstract, such as President. The complexity
gap refers to the fact that the variables used in a theory or model are
non-structured, such as the government responsibility frame mentioned in
section 2.2.6, but are expressed in text using complex structures, such as
a concrete government actor being accused of causing a specific problem.
To overcome these problems, chapter 2 argued for a Semantic Network
Analysis where the text is coded as a network of concrete objects. These
objects are placed in a hierarchy of concrete objects to abstract ones. This
representation of the Semantic Network and object hierarchy can then be
queried to answer the original research question in a systematic way.

A first approach to solving the abstraction gap might be to store the
hierarchy as a simple list, for example in an Excel file, and define the
patterns procedurally, for example using SPSS syntax. Such informal
definitions work fine for a single study. To reuse this data in another
study, however, the hierarchy will probably need to be adapted for the
new research question, which often has a different context or view on the
objects. Combining data sets is possible by making sure both hierarchies
aggregate to the same concepts, so the aggregated networks can be com-
bined without any problem. This approach has two main drawbacks.
The first is that it is cumbersome and error-prone to align and change the
hierarchy manually and to answer the research questions procedurally.
The second and more fundamental objection is that it is not transparent:
the meaning of the objects in the hierarchy is only specified in the doc-
umentation, and the operationalisations of variables are often difficult
to deduce from a procedural description. If we want to create a system
where researchers can easily reuse, share, and combine data, these prob-
lems will have to be addressed.

Knowledge Representation is a field of Artificial Intelligence that deals
with the formalisation of knowledge. Knowledge Representation can
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solve some of the problems described above by formalising the data and
background knowledge in such a way that the computer can combine
data sets and interpret them using (partially) shared background knowl-
edge. Sowa (2000, p.xi) describes three elements of Knowledge Repre-
sentation: Ontology to define the vocabulary of description, Logic to for-
malise the relations between items from the vocabulary, and Computation
to put the representation to practical use.

Ontology Literally meaning the study of being, ontology is a field of
philosophy that is concerned with describing the things that exist, i.e.
the vocabulary used in logical statements. On the most abstract level,
ontology studies how the ‘things that are’ can be divided into top-level
categories such as physical versus abstract, independent versus medi-
ating, and continuant versus occurrent. On a more concrete level, on-
tology also deals with more issues such as describing roles, collections,
time, and space (Sowa, 2000, p.51–123). Computer scientists speak of an
ontology (using a count noun) to refer to practical implementations of on-
tological systems. Such an implementation uses a logical formalism to
represent the categorisations, working down from a universal Thing or
Entity to concrete concepts such as persons. An example is the general-
purpose ontology CYC, containing over 200,000 general terms, and over
two million facts and rules about those terms expressed in predicate cal-
culus1 (Lenat and Guha, 1990). In Content Analysis, ontologies give us
a way of formalising the background knowledge contained in the ad hoc
hierarchy described above, allowing us to clearly define what a concept
means and how it relates to other concepts. This will make it easier to
combine and adapt Content Analysis data sets, and allows us to create
one data set with an ontology with multiple different relations, allow-
ing for different views on the same data as required by different research
questions.

Logic Stemming from a study of valid modes of reasoning, logic refers
to systems for formally describing relations between objects and valid
inferences that can be made from these relations. One of the most well-
known logics is propositional logic, which allows statements such as If
the sun shines, John will play tennis, where the sun shining and John play-
ing tennis are atomic propositions. First Order Logic (FOL) or Predi-
cate Logic increases the expressibility by allowing predicates about ob-
jects, so John playing tennis can be expressed as the structured predicate
playTennis(john) rather than as an atomic proposition. Moreover, Pred-

1http://www.cyc.com/cyc/technology/whitepapers_dir/sksi%20_data_
sheet.pdf
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icate Logic allows universal and existential quantifiers over variables, al-
lowing us to express the famous reasoning: Every human is mortal; Socrates
is a human. Thus, Socrates is mortal. In that case, being a human is a predi-
cate, which is said about Socrates, represented as human(Socrates). Uni-
versal quantification is used to make general statements: the fact that
every human is mortal is represented as “For every x, if human(x), then
mortal(x).” Formal inference systems can describe what conclusions can
be validly drawn from a set of assumptions, allowing the logic to be used
for reasoning as well as representation. For Content Analysis, logic gives
us the formal mechanism for representing both the background ontology
and the Semantic Networks extracted from the message, and allows us
to perform the aggregation, combination, and pattern identification steps
in a formal, transparent manner using these inference rules.

Computation Logic prescribes which inferences are sanctioned given
a set of premises, but it doesn’t prescribe how these inferences should be
drawn algorithmically. Research in AI since the early 1960’s has yielded
a powerful set of algorithms to ‘enact’ the inferences specified by a logic,
and a set of techniques to implement such algorithms on modern com-
puter hardware. This has ensured that logic is not only a theoretical tool
for the analysis of reasoning, but also a practical tool to actually com-
pute or infer the prescribed consequences. Since Content Analysis is in
search of practical solutions for problems of data analysis and reuse, the
computation- or implementation-related aspects of Knowledge Repre-
sentation are at least as important as the (onto)logical aspects.

4.2 The Semantic Web

The Semantic Web is a relatively recent Knowledge Representation im-
plementation (Antoniou and Van Harmelen, 2004), and is the implemen-
tation used in part III of this thesis. The intuition behind the Semantic
Web comes from the limitation of the ‘conventional’ World Wide Web.

The World Wide Web is an enormous collection of linked web pages
containing (true and false) information about almost everything that can
be imagined. Most of this information is written in natural language
and embedded in images, limiting the role of the computer to finding,
retrieving, and displaying the web-site, leaving interpreting and under-
standing to the human user. If these web pages could somehow be un-
derstood by the computer, we would be able to conduct more intelligent
searches, and the computer might be able to use the knowledge con-
tained in the pages to perform tasks more efficiently and draw new con-
clusions. The Semantic Web refers to the vision of Tim Berners-Lee and
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colleagues to create such a system (Berners-Lee et al., 2001). It assumes
that web servers, next to serving human-readable HTML content, would
serve information in a computer-understandable format. The client com-
puter could then interpret this information and process it automatically
to answer the user’s question.

A Semantic Web of computer-readable data is not necessarily inter-
esting to a Content Analyst. However, there are good reasons to assume
that the technology developed to create this Web will be useful for Con-
tent Analysis as well. The basic task of both the Semantic Web and Con-
tent Analysis is to describe the meaning of messages in a structuredman-
ner. Both assume a large amount of data coming from different sources
without a central authority, using different vocabularies representing dif-
ferent views on the world. Semantic Web technology needs to be able
to represent and handle this large amount of heterogeneous data, and
allow syntactic and semantic interoperability without resorting to cen-
tralisation and without breaking on inconsistent input, which are also
the requirements for combining Content Analysis data. Because of these
similarities, it is plausible that Semantic Web technology will help solve
the Content Analysis problems outlined above.

The rest of this chapter will describe three core Semantic Web Tech-
nologies: the Resource Description Framework (RDF) for making state-
ments about resources, RDF Schema (RDFS) for describing a vocabulary
of resources and relations, and the Web Ontology Language (OWL) for a
detailed description of formal ontologies.

4.2.1 RDF: The Resource Description Framework

The Resource Description Framework (RDF) is a standard representation
specified by the World Wide Web Consortium (W3C) for describing doc-
uments and other resources on the Internet, creating an interconnected
Semantic Web (Antoniou and Van Harmelen, 2004). Using a graph as
its data model and using XML syntax to describe information, RDF al-
lows data to be mixed, exported, and shared across different applica-
tions. Since Semantic Network Analysis has a graph-like data model,
it makes sense to base a standard on an existing graph representation
like RDF. This enables us to utilise existing tools and language bindings,
making it easier to develop specialised tools since the elementary opera-
tions such as parsing the file format are performed for us. Using an ex-
isting standard also offers a potential to easily combine Content Analysis
data with other Semantic Web data encoded in RDF, such as WordNet or
the CIA factbook.

Figure 4.1 shows a very simple RDF network describing a single con-
tent statement, “Bush invites Elizabeth.” The network contains only one
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Figure 4.1: Example relation in RDF

relation, labelled invite, which links Bush to Elizabeth. In the terminology
of graph theory, which is often used in the Semantic Web, a network is
called a graph, the objects in the network are called nodes, and the rela-
tions or links between the nodes are called edges. In this thesis, the terms
network and graph, and relation and edge, are used more or less inter-
changeably.

Often, we have more information than just the raw data: we also
know things about the nodes and edges used in the statements. In RDF,
such background knowledge is encoded within the same graph as the
data itself, using different names for the relations to make the distinc-
tion between data and background statements. These extra data will
generally be known beforehand and specified as a vocabulary defini-
tion or ontology, and combined into a single graph by the application. In
our example, we could add two more relations, specifying that Bush is
presidentOf of the United States and that Elizabeth is queenOf of the United
Kingdom.

In order to understand the resulting graph, it is necessary to know
what the nodes (such as Bush and United Kingdom) and edges (such as
presidentOf ) refer to. In particular, if we combine this graph with another
graph that features a node labelled Bush, it is important to know whe-
ther these nodes refer to the same person or not. In RDF, this problem
is solved by using Uniform Resource Identifiers (URIs) as the labels on
nodes and edges. URI is an Internet standard for identifying resources,
for example http://content-analysis.org/voca#bush2. Since
URIs contain a domain name, they can be ‘owned’ by owning the re-
spective domain. Hence, if we use a URI in our own domain, it means
‘our’ definition of Bush, while if we use a URI in another domain we
make a statement about ‘their’ resource.

Using URIs, we can link our nodes to existing vocabulary defini-
tions, which can make our graph more interpretable to third parties.
For example, we can state that Elizabeth is queen of the United King-

2URIs are similar to Uniform Resource Locators (URLs) used in browsers, but a URI
does not necessarily point to an actual retrievable resource.
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dom as defined by the CIA Factbook3by pointing to http://www.daml.
org/2001/12/factbook/uk, which we abbreviate to cia:uk. The same
holds for relations. For example, we can use the relations used in the
World Events Interaction Survey (WEIS; McClelland, 1976)4, using the
WEIS state invitation relation to code the relation between Bush and Eliza-
beth. These additions result in the graph displayed in figure 4.2. Suppose
this graph is read by an application that knows the WEIS and CIA Fact-
book, but is unaware of our vocabulary, it can still read that an actor
connected to the U.S. issues an invitation to an actor connected to the
U.K.
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Figure 4.2: Using different namespaces in an RDF graph

4.2.2 RDFS: RDF Schema

Another way to enhance the interpretability of graphs is by using RDF
Schema (RDFS). As stated above, the interpretation of RDF graphs de-
pends critically on interpreting the vocabulary used in that graph; the
only thing that is specified by the RDF standard is the graph itself. Since
different data sets often use different vocabulary, a mechanism for map-
ping vocabularies to shared concepts is necessary to detect the greatest
common factor between vocabularies, which is essential for interoper-
ability. RDF Schema supplies this mechanism within RDF with a set of
distinguished vocabulary items.

An important RDFS relation is rdfs:subClassOf, which indicates an ‘is-
a’ relation indicating that the subject class is a specialisation of the object
class. This is closely connected to the rdf:type relation, which specifies
that a resource is an instance of a certain class. For example, we can
specify that the U.K. is of type Country, and that Country is a subclass of

3https://www.cia.gov/library/publications/the-world-factbook/
index.html. The RDF version of the factbook used in this example is located at
http://simile.mit.edu/wiki/Dataset:_CIA_Factbook

4As far as we know, there is no RDF definition of relations used in WEIS, so the abbre-
viation weis: is by way of example only.
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Actor. From this information, an RDFS inferencer can conclude that the
U.K. is also of type Actor: it is a country, and every country is-an actor. A
similar specialisation relation exists between relations: rdfs:subPropertyOf
declares a relation to be a ‘subproperty’ of another relation. For exam-
ple, if the CIA Factbook contains a definition for head-of-state, we could
declare our presidentOf and queenOf to be subPropertyOf cia:headOfState.
Finally, it is possible to specify the domain and range of a relation using
rdfs:domain and rdfs:range. In our example, cia:headOfState can be defined
to have domain Person and range Country, and the inferencerwould auto-
matically conclude the class memberships of U.K. and Elizabeth given the
queenOf relation: Elizabeth is queenOf something, and therefore headOf-
State of something, and is therefore a Person, and hence an Actor.

Adding these background knowledge statements to the earlier graph
results in the network displayed in figure 4.3, where the dotted rela-
tions are the automatic inferences made by an RDFS inferencer (to save
space, the inferred relations regarding Elizabeth are not shown). From
this graph, without knowing any of our vocabulary, a third party can
understand that the head-of-state of the U.S. is inviting his British col-
league. This shows how using RDFS to define new vocabulary in terms
of existing definitions can help the interpretability of data. Moreover,
we could combine this graph with other graphs about countries or peo-
ple, for example about attendance at international conferences, even if
that graph uses its own special vocabulary: as long as that vocabulary
is also linked to (for example) the CIA factbook, we can understand the
combined graph at the level of this shared vocabulary.

RDF is an important part of the Semantic Web community and has
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Figure 4.3: Adding background relations using RDFS
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a large user base in both academy and industry. As a result, there are a
number of tools such as RDF repositories, language bindings, and visu-
alisation tools.5

4.2.3 OWL: The Web Ontology Language

As described above, RDF plus RDFS is a useful formalism for describ-
ing graphs and vocabulary using typing and is-a hierarchies. By design,
RDFS has rather limited expressivity. For example, it is impossible to
express negation or disjointness: you cannot state that countries cannot
be persons, and RDFS will simply conclude that Bush is a Country if we
accidentally make him the object (rather than the subject) of a headOf-
State relation with range Country. This lack of expressivity has strong
advantages: computing inferences in RDFS graphs is relatively easy to
do computationally, and RDFS graphs cannot be inconsistent. The latter
point is important, since logics often collapse if there is a single incon-
sistency in a set of statements, which could easily arise if one combines
statements from different sources.

Sometimes, it can be useful to have a more expressive language. For
example, if we are creating our background ontology for the political
domain, it would be good to be warned if we accidentally state that the
US is the head of state of Bush, or if both Bush and Elizabeth are heads
of state of the US. The Web Ontology Language OWL6 offers this ad-
ditional expressivity as an extension of RDFS. The advantage of OWL
being an extension of RDFS is that a pure RDFS inferencer will simply
ignore the OWL-specific statements, so we have the best of both worlds:
we can use OWL expressivity for designing and using our own knowl-
edge base, and use the computational simplicity and robustness of RDFS
when combining our graph with other data sets. In terms of expressiv-
ity, the Description Logic on which OWL is based is somewhere between
RDFS and the Predicate Logic described above. In contrast to Predicate
Logic, this Description Logic is computationally decidable, which means
that a program can always compute the logical inferences from OWL
statements in a finite amount of time.

A full description of OWL is beyond the scope of this chapter, and the
techniques described in this thesis do not directly use OWL. However,

5For example, see http://planetrdf.com/guide#sec-tools for a list of 126 RDF
tools

6“The natural acronym for Web Ontology Language would be WOL instead of OWL.
Although the character Owl from Winnie the Pooh wrote his name WOL, the acronym
OWL was proposed without reference to that character [...]. And, to quote Guus Schreiber,
‘Why not be inconsistent in at least one aspect of a language which is all about consis-
tency?”, from http://en.wikipedia.org/wiki/Web_Ontology_Language#The_
acronym



60 Chapter 4: Knowledge Representation and the Semantic Web

the extra expressivity of OWL can be useful for expanding the represen-
tation of background knowledge, as described in section 8.5. For this
reason, we shall briefly describe some of the things expressible in OWL
that cannot be expressed using RDF(S):

Disjointness In OWL, two classes can be defined disjoint, which means
that an instance cannot be a member of both classes.

Cardinality The relation between two classes can contain cardinality re-
strictions. For example, a country has only one capital or head of
state, and a politician is a member of exactly one political party.

Transitivity Relations can be defined as transitive: if partOf is transitive,
and the U.K. is partOf North West Europe, and North West Europe is
partOf Europe, then the U.K. is partOf Europe. Note that although the
rdfs:subClassOf and rdfs:subPropertyOf relations are transitive, RDFS
does not have a mechanism for defining other transitive relations.

4.3 The Semantic Web as a Knowledge Representa-
tion framework

As defined above, Knowledge Representation is characterised as the com-
bination of ontology, logic, and computation. Describing RDF, RDFS,
and OWL in these terms shows how these techniques offer an increas-
ingly sophisticated Knowledge Representation Framework:

Ontology As defined above, ontology is the description of the things
that are, i.e. the vocabulary. The semantic web does not assume or
provide a certain definition of vocabulary. RDFS and OWL do pro-
vide mechanisms to define vocabulary, for example using the type,
subclass, and subproperty descriptions mentioned above.

LogicThe logical foundation of RDF is a very simple conjunctive-existen-
tial logic with only binary predicates. It is possible to link resources
in statements and create anonymous resources (blank nodes), but
it is impossible to define disjunction or general statements using
universal quantifiers. RDFS adds to this a fixed set of axioms with
universal quantification, for example for the transitivity of subclass
definitions and the type inference for domain and range. OWL has
a more expressive logical foundation in Description Logics, allow-
ing for the expression of transitivity, disjointness, cardinality, etc. as
discussed above.

ComputationRDF does not have an inferencemechanism, but RDF query
languages such as SeRQL or SPARQL do allow for the definition of
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patterns that can be matched to an RDF graph, essentially a form of
model checking. RDFS specifies a fixed number of inference rules;
the closure of these rules is often computed at the moment the data
is loaded. Since RDFS contains neither negation nor disjunction,
RDFS graphs and their closure grow monotonically as more data
is added, and computed inferences always remain valid. OWL has
more sophisticated reasoning capacities, and a number of OWL rea-
soners exist. Such reasoners can determine things such as whether
an ontology expressed in OWL is consistent and whether any de-
scription, such as a conjunction of two classes, is satisfiable. OWL
reasoning is not monotonic, so it is not possible to compute all infer-
ence in advance. Moreover, OWL reasoning is generally more com-
putationally intensive than computing the RDFS closure and RDF(S)
querying.

4.4 Conclusion

This chapter provided a high-level overview of Knowledge Representa-
tion, and described three related Semantic Web langauges: RDF, RDFS,
and OWL. RDF(S) is the Knowledge Representation framework used in
part III of this thesis. Taken together, chapters 2 – 4 provide the back-
ground knowledge assumed in the remainder of this thesis.
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CHAPTER 5

Extracting Associative Frames using Co-occurrence

‘Muslims comdemn terrorism’
(Moslims hekelen terrorisme; Dagblad van het Noorden, July 7, 2007)

‘Muslims on TV, No Terror in Sight’
(The New York Times, November 11, 2007)

If two concepts constantly occur together, for example Muslims and ter-
rorism, or immigrants and crime, they can be seen as associated. Even
if the two are not related or are even explicitly dissociated, this tells us
something about the worldview of the source of the messages containing
both concepts, and it can cause the receiver of those messages to relate
the two concepts. This chapter presents a Associative Framing, amethod
for determining and interpreting such associations.

This chapter is an edited and expanded version of:
Nel Ruigrok and Wouter van Atteveldt (2007), Global Angling with a Local
Angle: How U.S., British, and Dutch Newspapers Frame Global and Local
Terrorist Attacks, Harvard International Journal of Press/Politics 12:68–90

65
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5.1 Introduction

In Semantic Network Analysis, we are interested in extracting relations
between concepts. Concepts can be actors, issues, or abstract values, and
can be expressed in a text using names, common nouns, prepositions, or
other words. This chapter describes how the associations between con-
cepts can be measured automatically and how these associations can be
interpreted within communication theory. Chapter 6 expands on this by
using syntactic patterns to differentiate between the source, subject, and
object of relations, while chapter 7 uses Sentiment Analysis techniques
to distinguish between positive and negative relations. Taken together,
these three chapters describe the techniques needed to automate Seman-
tic Network Analysis.

This chapter describes a method for automatically determining the asso-
ciation between concepts in texts. Determining the associations between
concepts requires identifying references to these concepts in text. Auto-
matically determining whether a word refers to one of the concepts we
are interested in is not a trivial task. Actors, especially persons, are rela-
tively easy to extract because, at least in journalistic or other professional
texts, they are referred to by their full name the first time they are men-
tioned. Issues are more difficult to recognise automatically, as many is-
sues do not have a single name, and are sometimes described in a phrase
rather than a word, such as ‘the gap between citizens and politics’. Ab-
stract values and emotions suffer from the same problem as issues: there
are many synonyms for ‘angry’ or ‘good.’ To an extent, this problem can
be tackled using word lists in what Krippendorff (2004, p.283–289) calls
the “dictionary approach” to automatic content analysis. This approach
has been used in a number of studies and has yielded good results (e.g.
Stone et al., 1962; Pennebaker et al., 2001; Fan, 1988; Hart, 1985).

If we know in which parts of a text each concept occurs, we can also
determine their co-occurrence. The fact that two concepts co-occur in a
document is interesting in itself: suppose a source mentions terrorism in
every sentence in which Muslims are also mentioned. Even if we do not
know the exact relation that the source draws between the two concepts
(if any), we know that the source apparently associates Muslims with
terrorism, and this might have an effect on readers if this association
is strongly present in many (media) messages. Methods based on auto-
matic co-occurrence have long been used in Content Analysis. For exam-
ple, Iker andHarway (1969) created a program to perform factor analysis
on words co-occurring within fixed word windows; Woelfel (1993) cre-
ated a Neural Network of weights between words that increase as words
co-occur; Diesner and Carley (2004), discussed earlier, built a network of
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ties between words or concepts based on co-occurrence in a fixed win-
dow. These approaches generally suffer from a number of problems.
Many of them analyse the co-occurrence of words rather than concepts,
rendering very low-level linguistic results that are difficult to relate to
theoretical concepts. A related problem is that most of these approaches
do not have a foundation in communication theory or processes, and
work inductively to distill patterns from the text. Although such patterns
can be very interesting, especially in qualitative or exploratory analysis,
they are not suited for developing models or testing theories of com-
munication structure or effects. Finally, the operationalisation of the co-
occurrence is often in terms of weights, such as neuron weights or link
strengths. These quantities are very difficult to interpret, as a weight of
.1 in a neural network does not have an innate meaning in the context of
the communication.

This chapter describes a method for co-occurrence analysis called As-
sociative Framing. As the name suggests, this method is grounded in
frame analysis, especially the cognitive frames as described by Tversky
(1977), and the emphasis frames described by Druckman (2004). Asso-
ciative Framing uses a dictionary approach to recognise concepts, and
calculates the co-occurrence of these concepts. This method creates a
network of concepts rather than of words. Associative Framing opera-
tionalises associations as the conditional reading (or ‘writing’) chance:
the association of concept A with concept B is the probability that a ran-
dom message is about concept B given that that message is about con-
cept A. This gives a simple substantive interpretation of the association
strength: if association of Muslims with immigration is .4, this means
that if I draw a randommessage from themessages aboutMuslims, there
is a 40% chance that that message will also be about immigration. In line
with the observations on mental similarity made by Tversky (1977), such
associations are asymmetric: one might strongly associate Muslims with
immigration while not directly associating immigration with Muslims,
or the other way around.

Research questions that require knowing the emphasis on or pres-
ence of a relation can be directly answered using Associative Framing. If
a question supposes a specific relation, such as a causal or negative rela-
tion, Associative Framing can still be a useful tool for explorative anal-
ysis. It can show in which sources or time periods the relevant associa-
tions are strong or varying, indicating periods that would be interesting
to investigate with more sophisticated methods.

In contrast to chapters 6 and 7, this chapter does not present an evalu-
ation by comparing the extracted Semantic Networks to manual codings.
Consequently, the main contribution of this chapter is not in presenting
a novel way to measure associations, but lies rather in the interpreta-
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tions of such associations in terms of recent literature in communication
science. The literature contains a number of studies that perform such
evaluations and report good results, giving us confidence that it is pos-
sible to reliably measure the occurrence of concepts, and hence their co-
occurrence. For example, Rosenberg et al. (1990) report that the Harvard
Sociopsychological Dictionary used in the General Inquirer (Stone et al.,
1966) outperforms manual phrase-based content analysis on diagnosing
authors. Pennebaker and Francis (1996) report correlations of around
.7 on recognising emotions and cognitive strategies using the Linguistic
Inquiry and Word Count (Pennebaker et al., 2001). Fan reports an accu-
racy of 75%–90% for English text (1988) and a correlation with manual
coding of .7–.9 for German texts (2001) using lists of words and specific
combinations of words.

In the next two sections, the theoretical foundation and operational-
isation of associative framing are described in more detail. This is fol-
lowed by a concrete use case: a study of associative frames in news-
paper coverage of terrorist attacks. We will investigate how the asso-
ciative framing of Muslims changes after a terrorist attack, and to what
extent these attacks are globalised or localised in the press. This use case
shows that associative framing is a useful technique that yields inter-
esting results that can be readily interpreted theoretically and used for
testing substantive hypotheses. Moreover, since the study is based on
over 140,000 newspaper articles from three countries spanning 5 years,
it showcases how automatic content analysis can quickly analyse very
large data sets.

5.2 Frames as Associations

In the 1990s framing theory gained an important place in the field of
communication research. Entman (1993, p.52) defined framing as se-
lecting “aspects of a perceived reality and [making] them more salient
in a communicating text, in such a way as to promote a particular prob-
lem definition, causal interpretation, moral evaluation, and/or treatment
recommendation for the item described.” The definition itself shows al-
ready the multi-faceted nature of framing research. It is about selection,
salience, and recommendation, including not only the communicator but
also the audience. As Entman (1993) points out, there are at least four lo-
cations of framing that can be studied: the communicator, the text, the
receiver and the culture. The research on framing so far shows a division
between studies examining media frames and research into audience
frames (Cappella and Jamieson, 1997; Entman, 1993; Scheufele, 1999).
The former branch of research focuses on how issues are presented in
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the news (Norris, 1995; Patterson, 1993; Semetko and Valkenburg, 2000)
while the latter focuses on how individuals perceive and interpret is-
sues presented to them (Domke et al., 1998; Nelson et al., 1997; Price
et al., 1997; Rhee, 1997; Valkenburg et al., 1999). A combination of these
branches is found in a few studies examining both media frames and the
effects of these frames on the public (e.g. Cappella and Jamieson, 1997;
Iyengar, 1991; Neuman et al., 1992). Within framing research there are
two critical questions: “What are frames?” and “How are frames trans-
ferred between media and audience?”

5.2.1 News Frames, Equivalency Frames, and Emphasis Frames

With respect to the question of what frames actually are, a distinction is
made between equivalency frames and emphasis frames. ‘Equivalency
Frames’ present an issue in different ways with “the use of different, but
logically equivalent, words or phrases” (Druckman, 2001, p.228). In ex-
periments, researchers found systematic changes in audience preference
when the same problem was presented in different wordings, such as
rescuing some versus sacrificing others (Quattrone and Tversky, 1988;
Tversky and Kahneman, 1981). Emphasis frames, later called “issue
framing” (Druckman, 2004), on the other hand, highlight a particular
“subset of potentially relevant considerations” (Druckman, 2004, p.672).
In line with Entman’s definition, issue framing can be defined as a pro-
cess of selecting and emphasising certain aspects of an issue on the basis
of which the audience can evaluate the issue described or the protago-
nists associated with the issues.

5.2.2 Linear versus Interactive Frame Setting

The second question mentioned above — how are frames transferred
from the media to the audience? — also leads to a number of different
hypotheses. Some researchers consider the transfer of salience a linear
process, straight from the sender into the audience (Eagley and Chaiken,
1998; Zaller, 1992, 1994). Research in this field is based on the mathemati-
cal model of a one-way, linear transmission of messages (Shannon, 1948).
Other researchers suggest a more complex situation in which meanings
are produced and exchanged between the sender, the receiver and the
larger community in which they operate (Nelson et al., 1997). In other
words, the framing process can be regarded as an interaction between
message content and the interpreter’s social knowledge. This interac-
tion process leads to a construction of a mental model as a resulting state
of interpretation (Rhee, 1997). Besides the creation of these mental mod-
els, the framing process can trigger a mental model or frame that already
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exists within the receiver’s perception. Graber (1988) describes the way
people use schematic thinking to handle information. They extract only
those limited amounts of information from news stories that they con-
sider important for incorporation into their schemata. Snow and Benford
(1988) state in this respect that media frames and audience frames inter-
act through ‘frame resonance,’ where media frames that correspond to
existing frames ‘resonate’ and aremore effective than non-corresponding
frames (see also Snow et al., 1986).

5.2.3 Frames as Cognitive Networks

The construction of mental models, schemata or frames is a central part
of the cognitive approach to framing. Grounded in cognitive psychol-
ogy, this approach uses the associative network model of human mem-
ory (Collins and Quillian, 1969), proposing that the concepts in seman-
tic memory are represented as nodes in a complex hierarchical network.
Each concept in the network is directly related to other concepts. Minsky
(1975) linked this view to framing when he defined a frame as a struc-
ture containing various pieces of information. These discursive or men-
tal structures are closely related to the description of a schema, which
is “a cognitive structure that represents knowledge about a concept or
type of stimulus, including its attributes and the relation among those
attributes” (Fiske and Taylor, 1991, p.98). These cognitive structures are
based on prior knowledge (Fiske and Linville, 1980).

As discussed above, the study of framing contains many perspec-
tives and research lines. We perceive, however, a common denominator
in that many studies base the idea of a frame on associations, either be-
tween concepts, between concepts and attributes, or on more complex
networks of concepts. In this chapter, therefore, we will focus on what
we call associative framing. Associative frames consist of patterns of
relations between concepts; these relations have a weight and direction
(i.e. they are asymmteric) but do not have a sign or specific meaning.
In a wider context, these associative frames can be seen as a generalisa-
tion of the model used by second-level Agenda Setting (McCombs and
Ghanem, 2001; McCombs and Estrada, 1997), which extends agenda set-
ting theory by assuming the transfer of salience of object-attribute links
as well as the original transfer of salience of issues (cf. Dearing and
Rogers, 1996; McCombs and Shaw, 1972).1 Contrary to (second-level)
Agenda Setting, we do not hypothesise a linear, ‘hypodermic’ transfer
of associations or frames. Rather, we are interested in examining dif-
ferent possible interactions and transfer hypotheses. These frames refer
to the earlier described schemata of interpretation (Goffman, 1974), and

1See section 2.2.1 on page 18
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the main associations in a message can be seen as its “central organising
idea” (Gamson and Modigliani, 1987). We conjecture that these media
frames interact with associative networks in the receiver as described by
Collins and Quillian (1969), which can thus be termed “associative audi-
ence frames.”

5.3 A Probabilistic Model of Associative Framing

In associative framingwe assume that mediamessages can be reduced to
contexts containing atomic events which have a certain probability of oc-
curring, andwithin which co-occurrence is meaningful. More concretely,
we assume that there is a document size, such as a sentence, paragraph,
document, or newspaper, for which we can measure the occurrence of
our target concepts and within which we want to know whether they
co-occur. This section operationalises the visibility or reading chance of
a concept as the marginal probability that a concept occurs: if we pick
a random document, how high is the chance that that concept occurs in
that document? The association between two concepts is operationalised
as the conditional probability of one concept occurring given that the
other concept occurred: if we pick a random document, and that docu-
ment contains the primary concept, how high is the chance of that docu-
ment also containing the associated concept?

The occurrence of concepts ismeasured using synonyms or keywords
as indicators of the target concept, along with disambiguating condi-
tions. An example of this is requiring the phrase “President Bush” to
occur in a document as a condition of accepting the word ‘Bush’ as an
indicator of the concept. This would prevent articles about George H.W.
Bush or Governor Jeb Bush to be mistakenly counted while still allowing
the use of just ‘Bush’ as an indicator in other sentences within the arti-
cle. For example, in the two sentences from a constructed article, we will
find the following keyword counts, assuming sensible keywords for the
target concepts Bush, Immigration, and American Values:

Sentence Bush Immigration Values

Bush Campaigns for Immigration Reform 1 1 0
New arrivals to this country must adopt
American values and learn English, Presi-
dent Bush said Wednesday

1 1 2

To transform these keyword counts to probabilities, we need a function
from [0,∞ > to [0, 1]. We would wish this function to increase mono-
tonically from zero towards one, and the probability of a concept with
two synonyms should equal the probability of encountering either of the
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two synonyms if they were separate keywords. A set of functions satis-
fying these constraints is given in equation 5.1, where c and m stand for
the concept and message being investigated, and the parameter 1

b is the
probability of a concept encountered only once.

p(c|m) = 1−
(
1−

1
b

)count(c,m)

(5.1)

Using this to assign probabilities to the sentences above, taking 1
b = 50%

yields:

Bush Immigration Values

Sentence Freq. p(c|m) Freq. p(c|m) Freq. p(c|m)

Bush Campaigns ... 1 .5 1 .5 0 .0
New arrivals ... 1 .5 1 .5 2 .75

In the first document, the reading chance of both Bush and Immigration
is given as .5 or 50%. Values does not occur in that document and has
a reading chance of 0%. In the second document, the concept values is
mentioned twice and hence has a reading chance of 75%. In essence, the
formula above translates this into a term by document matrix containing
probabilities as cell values. On this matrix we define the two measures
comprising associative frames, visibility and association, as the marginal
and conditional probabilities.

Visibility is the marginal probability of a concept. In other words,
visibility is the chance that if a single message is received from the set
of messages, that message will contain that concept. This probability is
based on the chance of a concept occurring in a message and the chance
of receiving that message. This latter probability could be based on mes-
sage properties, such as position in a newspaper and reach of that news-
paper for articles, but also characteristics of the potential receiver of the
message in individual-level analyses. In a formula, where p(m) is the
chance of receiving a message (the normalised weight of a message):

Visibility(c) = p(c) = ∑
m

p(m)p(c|m) (5.2)

The association between two concepts, called the base and target con-
cepts, is defined as the conditional probability of a message containing
the target concept given that that message contains the base concept. This
corresponds to the following formula, where ct is the target concept and
cb is the base concept.
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ass(cb → ct) =
∑m p(m) · p(cb|m) · p(ct|m)

Visibility(cb)
(5.3)

In our two-sentence example, this leads to the associations below:

Concept Visibility Association with

Bush Immigration Values

Bush .50 − .50 .19
Immigration .50 .50 − .19
Values .38 .38 .38 −

The association between Bush and Values is 0.19, meaning that the prob-
ability of encountering values in a document containing Bush is 19%.
The reverse association is .38, so the chance that a document in which
values occurs also contains Bush is 38%. The same associations exist
between values and immigration. Both the association of Bush with im-
migration and the reverse are .5, so the chance of one occurring in a doc-
ument given that the other occurs is 50%.

5.3.1 Motivation and Relation to other Methods

In the preceding section, we proposed using marginal and conditional
probability to describe association patterns. This sectionwill give a num-
ber of reasons why we think this is a good representation, and also dis-
cuss how it relates with existing association measures.

The simplest alternative to probabilities is using the raw keyword co-
occurrence counts, such as in Automap (Diesner andCarley, 2004). These
numbers, however, are very difficult to compare between data sets and
even concepts, and also suffer from strong autocorrelation between dif-
ferent edges from the same node (cf. Krackhardt, 1987). Moreover, out-
liers such as very long documents can strongly influence these counts,
necessitating a normalisation using local and global weighting in stud-
ies such as Deerwester et al. (1990). The resulting normalised numbers
are hard to interpret. Probabilities do not suffer from these problems,
having a very clear substantive interpretation as (conditional) reading
chance.

Associative framing using marginal and conditional probabilities is
a direct extension of associations using simple dichotomous occurrence
of concepts Tversky (cf. 1977). This is similar to the crisp versus partial
set membership such as used by Fuzzy Logics. Since the method is a
direct extension, it is valid to use deterministic concept occurrence, i.e.
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a concept is either present or not, while still remaining within the asso-
ciative framework. In that case, visibility reduces to the (weighted) pro-
portion of documents mentioning a document, and associations are the
proportion of documents containing the base concept that also contain
the target.

Another advantage of using probabilities is that Statistical Natural
Language Processing methods generally return a probability distribu-
tion over possible outcomes or at least a confidence estimation of the best
outcome. Using a probabilistic graph representation allows the seamless
integration of such qualified information.

Additionally, probability calculus is a well-established field of math-
ematics, and many other methods are built on its foundations. Hence,
probability calculus gives us a natural way to extend the models pre-
sented here by making the (conditional) probability models more com-
plicated, some examples of which will be given below. Another possibil-
ity is to use a generative model for the media producer, viewing media
content as something that is produced based on an internal state of the
media producer. This could be a natural way to estimate confidence of
media data and might be a useful way to model theories on media pro-
duction. Although all of this would require substantial theoretical and
methodological work before yielding results, building the graph repre-
sentation on a probabilistic foundation makes it easier to use such es-
tablished methods, and might be a first step in fruitful interdisciplinary
research.

Another important choice was to use an asymmetric association mea-
sure. The main argument for that is substantive: currently John Bolton
only appears in the news in articles on the United Nations, making the
association from Bolton to UN very strong, while the reverse association
is fairly weak. Tversky (1977) also notes that the semantic distance of
one concept to another is often different from its inverse. For example,
they find that Hospital is more similar to Building than the other way
around. This choice rules out many existing symmetric metrics such as
correlation and the cosine distance often used in Information Retrieval
systems.

As a final note we would like to state that our association metric
is fairly similar to metrics like cosine distance, correlation, and regres-
sion. All these metrics are based on the dot product of the variable vec-
tors with some normalisation. Cosine distance and correlation both nor-
malise on the length (standard deviation) of both vectors, while corre-
lation is also based on mean centred variables. Regression coefficients
model only on the standard deviation of the target variable, making it
equivalent to our metric except for the centring. A statistic often used in
linguistic co-occurrence analysis, the χ2 test, is a measure of the signifi-
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cance rather than the strength of the association (Manning and Schütze,
2002), making it less relevant for describing media frames, although it
could be used to test whether such found frames deviate from some prior
expected distribution.

5.4 Use Case: Terrorism in the News

This section presents a concrete use case to show the applicability of as-
sociative framing to large-scale communication research. In particular,
we will investigate the extent to which terrorist attacks are framed as a
local event or a global event, and how the framing of Muslims changes
after terrorist attacks.

Following the attacks on the World Trade Centre in New York, there
has been an accelerating trend towards a global polarisation of society
into ‘Western’ cultures on the one hand and Islam on the other, epito-
mised in the ‘War on Terror’ against the ‘Axis of Evil’. Within this pro-
cess we can see an increasingly important role for the media. The fall
of the Berlin Wall has loosened the coherence and narrative power of
the safe ‘Cold War’ frame that helped journalists clearly distinguish ‘us’
from ‘them’ for several decades. After 9/11, journalists enthusiastically
embraced the new framework of the ‘War on Terror’ in order to interpret
the ‘friends’ and ‘enemies’ of a state, easily expanding the notion of ‘en-
emy’ to include all Muslims, both in the Middle East and the West (see
also Lippmann, 1922; Norris et al., 2003).

In the context of these events, a school of hyperglobalisers argue that
the national public sphere has been replaced byMcLuhan’s (1960) ‘global
village,’ in which citizens are informed of global issues and receive the
same information around the world. According to this view, the media
has transcended the nation and now functions on a global level (Hjar-
vard, 2001, p.20). Another school of thought argues that, although we
learn a lot about the world around us, this is still from a domestic point
of view. Media continue to preserve traditional culture despite interna-
tionalising forces (Hjarvard, 2001, p.22). Especially after 9/11, familiar
local, domestic contexts are being used to integrate the global event in
increasingly local discourses — in a process of ‘regionalisation’ (Volk-
mer, 2002, p.239).

5.4.1 Globalisation, Domestication, and Glocalisation

A news item must be meaningful for the audience before it can become
news. Proximity, as Galtung and Ruge (1965) labelled it in their seminal
study into news values, makes an event more meaningful for a country
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and its audiences. Researchers found that proximity affects both news
selection as well as the coverage and framing of news items (Entman,
1991; Grundmann et al., 2000; Kaid et al., 1993). Gurevitch et al. (1991,
p.207) concluded that in order to be judged newsworthy, an event has
to be anchored “in a narrative framework that is already familiar to and
recognisable by newsmen as well as by audiences.” Within the discus-
sion about the globalisation of the news Cook (1994) illustrates tellingly
the notion of ‘domestication’ of news by considering a French and an
American report of a diplomatic event that took place before the Gulf
war. He states that in the French report “the world was first globally
constructed, then ideologically constructed. By contrast, for the Ameri-
can broadcast, the world was first domestically constructed, then insti-
tutionally constructed” (Cook, 1994, p.105).

In contrast to this localisation, hyperglobalisers argue that we are en-
tering one ‘global village,’ replacing the national public spheres (Clausen,
2004; Volkmer, 2002). Citizens are informed of global issues and receive
the same information around the world. According to this view, the me-
dia have transcended nation states and exist on a global level (Hjarvard,
2001, p.20). The new term glocalisation was coined to indicate the syn-
thesis of domestication and globalisation. Robertson (1995) argues that
this term, which originated in the Japanese business sector to describe a
global outlook adapted to local conditions, can serve as a more precise
term than globalisation. Ritzer (2004, p.77) defines glocalisation as ‘the
interpenetration of the global and local resulting in unique outcomes in
different geographic areas.’ Lee et al. (2002) studied glocalisation in me-
dia coverage while looking at the handover of Hong Kong from Britain
to China. The researchers demonstrated how a global event was glo-
calised by media in different countries, how the notion of glocalisation
‘captures the global media production of the local and the local media
productions of the global’ Lee et al. (2002, p.53).

Studies into the news coverage of terrorism support the observation
of a domestic culture filter (Simmons and Lowry, 1990; Van Belle, 2000;
Winn, 1994). Winn (1994) examined the news coverage of terrorist events
in TheNew York Times and the threemajor US networks from 1972 to 1980.
The researchers found that the location of the event and the nationality
of the victims were both significant, especially for television news (Winn,
1994, p.78).

A study into the news coverage of a Swedish newspaper about terror-
ist attacks in Kenya and Tanzania in 1998, and Madrid in 2004, showed
a significant difference in the amount of attention paid to both events
(Persson, 2004). Madrid received far more attention than the African
countries. Moreover, the study reveals differences in the interpretation
of the events. Kenya and Tanzania were framed as a tragedy and crime,
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while Madrid was a moral outrage everyone should care about; terror-
ism was labelled as something ‘new,’ ‘Islamic’ and ‘global’, increasing
the association between Islam and terrorism. The description of the
causes of terrorism remained very limited in the news (Persson, 2004,
p.36).

Schaefer (2003), in his research into the framing of the US embassy
bombings and September 11 attacks in African andUS newspapers, found
differences between the American and African media. Schaefer (2003,
p.110) concludes: “Because journalists searched for local angles and re-
flect the biases in their societies, American and African newspapers were
ethnocentric in putting their own concerns and structural frames first
and not challenging what they already thought about the other.”

Clausen (2003, p.113) found the same domestication of the news, re-
searching the coverage of the first commemoration of 9/11: “Storieswere
framed, angled, geared, and worded to suit the emotional and cognitive
framework of audiences at home.” There is no such thing as ‘global’
news congruent in theme, content, and meaning.

Following the Official Slant

An important aspect when looking at the domestication of the news is a
focus on official sources. Numerous studies show the importance of of-
ficial sources especially with regard to foreign policy and security issues
(Bennett and Paletz, 1994; Hallin, 1986; O’Heffernan, 1991). Ryan (2004)
came to the same conclusion studying the editorials of 10 US newspa-
pers after 9/11. Bush’s ‘war on terror’ frame was accepted without any
counter arguments and even reinforced by a selective choice of sources.
According to Norris et al. (2003, p.4), 9/11 forms a ‘symbolising criti-
cal culture shift in the predominant news frame used by the American
mass media for understanding issues of national security etc.’ Research
into news coverage on CNN right after the attack support these findings
(Reynolds and Barnett, 2003). Relying heavily on official sources, CNN’s
coverage showed a clear, dominant frame consisting of three thematic
clusters that involved war and military response, American unity, and
justification. Keywords within the war and military response and justi-
fication cluster included statements referring to the United States more
frequently as “America” instead of “the United States”; using the words
“war” and “an act of war” to describe the attack, labelling the event
as “horrific” and “unbelievable.” In the coverage, words such as “cow-
ards” and “madmen” were used to describe the terrorists. Moreover,
journalists made atypical references to “God” and the need to “pray” or
for “prayer”; and used words like “freedom,” “justice,” and “liberty” as
simple descriptors of America and its ideals. Finally, symbolic compar-
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isons to Pearl Harbor were made. Political leaders, both Democratic and
Republican, were unified in their support for the president, their usage
of catchphrases such as “God Bless America,” and their emphasis on the
American way of life, giving the impression that the entire country was
unified. Not once did anyone, source or journalist, suggest that an option
other than supporting the president would exist.

Framing Islam before and after 9/11

As long ago as the early 80s, Said in his writing about Islam in America
states that the media have ‘portrayed it [Islam], characterised it, analysed
it, given courses on it...based on far from objective material’ (Said, 1981,
p.x–xi). Other research shows that this bias is not confined to the US. The
Australian media’s reporting onMuslims and Islam during the first Gulf
War focused on themes such as terrorism and disloyalty. Richardson
(2001, p.239) shows the same tendencies in the British broadsheet press.
British Muslims are largely excluded from British broadsheet coverage
and if included, Muslims are presented within a negative context, such
as violence, terrorism, fundamentalism, or villainy.

After 9/11, several new studies investigated the portrayal ofMuslims
in the media and produced different results. Nacos and Torres-Reyna
(2003, p.151) found a shift from “limited and stereotypical coverage in
the pre-9/11 period to a more comprehensive, inclusive, and less stereo-
typical news presentation.” The researchers not only found that more
access was granted to Muslims, but also that there was a difference in
the content of the news. Whereas the media associated Muslims with
negative and stereotypical topics before 9/11, they focused on a bigger
range of topics post-9/11. Moreover, the researchers found a shift from
the episodic framing towards more thematic framing patterns. As one
expert in the field pointed out as early as 1981, the cultures and peo-
ples of the Middle East “are not easily explained in quick two-minute
network news stories” (Shaheen, 1981).

Other researchers, however, argue that after the initial period of dis-
orientation, news coverage recaptured the old frames with which they
shaped the news about Arabs, associating them with violence, terror,
and Islam (Karim 2002,p. 12; see also Persson 2004). These findings are
in line with the research of Brosius and Eps (1995), who studied the im-
pact of four key events on news selection in the case of violence against
aliens and asylum seekers in Germany. They found that the amount,
as well as the shape, of coverage increased significantly after these key
events. According to Brosius and Eps (1995, p.407), key events have a
prototyping quality that “point to an interactionist view of news selec-
tion. Both reality, represented by key events, and journalists’ schemata
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and routines work together in creating the media’s picture of the world.”

Hypotheses

The literature has shown that localisation of the event affects both news
selection and presentation. In other words, all the news is framed from
a local perspective. On the other hand, we expect journalists in the glob-
alised world to present the local events within a wider, global frame-
work:

H1 All news is local: global news is linked to the audience’s world.
H2 Local news is globalised.

With respect to newspaper journalists, we expect that their focus will be
heavily patriotic: they will support government statements and have a
“rally around the flag function”:

H3 The local media will perform a “rally around the flag” role.

When looking at the portrayal of Muslims before and after 9/11, we
found contesting opinions. On the one hand, researchers argue there
is more positive coverage of Muslims, while other researchers argue that
the key event just emphasises already existing stereotypes:

H4a Muslims are portrayed more negatively after a local event.
H4b Muslims are connected with terrorism more strongly after a local event.

5.4.2 Use Case: Data and Concepts

This use case focuses on the coverage of four events in three countries.
The four events are (1) the attacks on the World Trade Centre on Septem-
ber 11, 2001; (2) the bombing on the Madrid subway on March 11, 2003;
(3) the murder of the film producer Theo van Gogh in the Netherlands
on November 2, 2004; (4) and the bombings on the London subway on
July 7, 2005. The three countries are the United States, Great Britain, and
the Netherlands.

In each of these countries, we analysed two newspapers, one quality
broadsheet newspaper and one popular newspaper. For the US, these
will be The Washington Post and the USA Today; for the UK, The Guardian
and The Sun; and for the Netherlands, de Volkskrant and De Telegraaf.
From these newspapers, we analysed all articles between Janaury 1st,
2001, and January 1st, 2006 that contain one or more of the keywords in-
dicating one of the four key events, terror, or Islam— resulting in a total
of 140,456 articles.
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In addition to the four key events, terror, and Islam, we define a num-
ber of concepts and related keywords to measure the associations with:
actors in the four countries, here confined to members of the executive
and legislative branches of the government; reference events in the four
countries and the broader world, here Pearl Harbor, the African Em-
bassy bombings; the 1993 World Trade Centre bombing in the US; the
IRA bombings for the UK; the ETA for Spain; the Moluccan train hijack-
ings for the Netherlands; and the Palestinian Intifada and the Kurdish
independence movement in Turkey as global related events. Finally, we
define three categories of symbolic or emotional associations: positive
(innocent, peace, freedom), negative (violence, madmen, fundamental-
ist), and patriotic (unity and support but also government jargon such as
‘war on terror’).

We decided to use the article as the unit of co-occurrence because we
are not just interested in direct connections between objects, in which
case paragraphs or sentences would be a more meaningful unit. Rather,
we are interested in seeing associations in a whole line of argument,
which necessitates the larger associative context. In other words, we are
interested in the general organizing themes of an article rather than the
manifest connections made in sentences (Goffman, 1974, cf).

5.4.3 Results

For the first four hypotheses we are interested in the framing of an event
and only consider the two months after each event. For the last hypothe-
ses we are interested in the long-term effect of events on the framing of a
group, so we consider the whole data set. Actors and media are consid-
ered local to an event if they are officials, institutions or residents of the
country in which the event took place. Analogously, an event is local to
a medium if it took place in the country that that medium is produced
in, and global if not.

Attention paid to global and local events

Before moving on to the hypotheses described earlier, figure 5.1 gives
an overview of the number of articles per newspaper over time. A first
striking aspect in the graph is the similarity between the different news-
papers. They all show the same pattern in their news coverage of terror-
ism. Differences, however, are found with respect to the quantity of the
news. By far the most news coverage is found in The Washington Post,
with 50,000 out of the total number of 140,000 articles. The other qual-
ity newspapers investigated, The Guardian and de Volkskrant, follow at a
distance with about 25,000 articles each. The popular press gives the in-
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Figure 5.1: Number of Articles in the Sample per Newspaper per Month
(N = 140,456)

vestigated events even less coverage, with 11,000 to 16,000 articles each.
We can clearly see that most news is found around the WTC attacks in
September 2001. One year later, the first commemoration of the events
caused another peak in the attention over time, followed by a summit of
attention in the building-up phase to the war in Iraq, in April 2003. After
that we see a decline of attention in The Washington Post and USA Today,
with a small revival of attention when the bombs in Madrid exploded.
We see the same pattern for both the Dutch and British newspapers, al-
though with smaller differences in the amount of attention. The British
newspapers follow the same line as the other newspapers, with a revival
in July 2005 with the bombings in London. In both The Sun and The
Guardian we see an increase of attention in this month.

Globalization versus localization

After the news value of geographical proximity, we now focus on the
extent to which the events were either localized or globalized, as stated
in hypotheses 1 and 2. The absolute localization can be seen as the as-
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sociation between an event and local actors or reference events. This is
compared to the international association with these actors, to make sure
that it is a local association rather than a local actor playing a global role.
It is also compared to the association with global actors and reference
events to obtain a relative measure.

Analogous to the domestication of global events, the globalization of
local events is considered to be the association of that event with global
actors and other global events of the past by the local newspaper. Figure

(a) 9/11 (b) Madrid

(c) Van Gogh (d) London

Figure 5.2: Globalization and Localization of the Four Events
(a. N = 6,022, U.S. = 4,494, U.K. = 1,140, Netherlands = 338;
b: N = 580, U.S. = 172,U.K. = 223, Netherlands = 185;
c: N = 656, U.S. = 17, U.K. = 17, Netherlands = 622;
d:N = 1,289, U.S. = 322, U.K. = 759, Netherlands = 208)
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5.2 shows the results of both hypotheses during the four events. The
lines represent the ratio between the localization and the globalization of
the respective event in the different countries’ media.

Looking at 9/11, we see that the US press localized the event to a
great extent, with an average of 10, meaning that the local actors were
associatedwith 9/11 ten timesmore often than global actors. In the other
newspapers we see that this global event was domesticated, especially
after the first week, although international actors stay important as well,
receiving about a third of the attention in the first weeks, which drops to
around a quarter in the later weeks. Apparently, after the first week in
which the global framework was determined in the news, with a focus
on the protagonists’ reactions, the media turned to the local actors in
giving the events a domestic meaning. Chi-square tests show that local
actors were used in the local newspapers significantly more often than
in the other news for all countries and weeks (p < 0.01).

The attacks in Madrid show a similar picture. The newspapers in all
three countries follow the same pattern: after an initial focus on Span-
ish actors, the news media turned especially to local sources for their
news, strongly domesticating the event in the following weeks. After a
few weeks, the attention paid to Madrid decreased rapidly, especially in
the US papers. Significance tests show that the localization is significant
overall and for the first three weeks; after that period the frequencies are
too low for the use of local actors to be significantly different from the
global use of these actors

Figure 5.2c (the Van Gogh murder) is less informative because hardly
any attentionwas paid to the event by the international newspapers. The
event was globalized by the Dutch press slightly more than 9/11 was in
the American press, but still only one non-local event or actor was men-
tioned for every six local mentions. The overall localization by the British
press was significant at the p < 0.05 level, but due to the limited number
of articles, none of the weekly subsamples showed significant localiza-
tion and the US coverage did not show any significant localization at all.

The London attacks, presented in graph 3d, show an interesting re-
sult: the event was more localized in the US than in the UK itself. For
the US media, the attacks fitted within the earlier formed framework of
9/11 and focused more on local actors than the actors directly affected
by the attack. In the British press, the globalizationwas almost 25%, with
one international actor mentioned for three national actors or reference
events. It should be noted that, due to our operationalization, this strong
‘Americanization’ of the London bombings is dependent on the qualifi-
cation of 9/11 as an American event.

This tendency is also seen when we look in detail at the associations
of the events with previous events (not presented here as a graph). When
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the bombs exploded in Madrid, both the British and the Dutch newspa-
pers refer mostly to the ETA, while the US press mentions 9/11 most
often in their coverage. When we look at the London bombings, we see
that both British and US press refer mainly to 9/11 followed by refer-
ences to Madrid. In the Dutch press we see an inverse picture, with
newspapers comparing the London bombings more often with Madrid
than with 9/11. It seems that all media place these events in the global
‘war on terrorism’ frame, but with each retaining their own local focus
through the events they use as a frame of reference.

We can conclude that the localization of all foreign events show the
same pattern, with an increase of the localization after the first week.
9/11 was a local American event in US newspapers and was least do-
mesticated by the international press. In contrast, the London bombings
were strongly localized by the American newspapers while it was the
event that was most globalized by the local British press. Van Gogh was
an almost exclusively Dutch event, with low globalization by the Dutch
press and almost no coverage by the other newspapers.

Rally around the Flag

‘Rallying around the flag’ ismeasured as associating the event withwords
indicating patriotism. Since this hypothesis predicts that this will hap-
pen in the local media more often than in other media, we can compute
the ratio between the associations in these newspapers as a descriptive.
Analogous to Hypothesis 1, we can test significance by testing the inde-
pendence of an article about the event mentioning a patriotic word from
the locality of the medium.

Figure 5.3 shows that for 9/11 the highest local patriotism is found in
the US newspapers. Especially in the first week after the event, we see
an increase of patriotism in US papers compared to the other countries’
press. Chi-squared tests confirm that the overall US local patriotism is
significantly local for 9/11 (p < 0.01), while weekly tests show signifi-
cance only for the first two weeks and week 4 (p < 0.05).

In this respect, the figure concerning patriotism around the attacks in
London is interesting. Here we see that the ratio in British newspapers
is below 1 in the first seven weeks after the event. The US newspapers
associate the London attacks with American patriotism more often than
the British newspapers do. Apparently, for the US press the London
attack fitted well in the framework of the war on terror. These findings
suggest that patriotism is more related to the country of the newspaper
than the happening of a local event, contrary to our third hypothesis.



5.4 Use Case: Terrorism in the News 85

Figure 5.3: Relative Association with Patriotic Terms of the Local Events
(N = 7,967; U.S. = 6,022; U.K. = 1,289; Netherlands = 656)

Muslims in the News Coverage

In the theoretical discussion, we saw contradictory findings with respect
to whether Muslims and Islam were covered differently before and after
9/11 and after the events that were local as far as the British and Dutch
newspapers were concerned. In this section we look at associations with
Muslims and Islam in the news.

Figure 5.4 shows the associaton patterns of Islam and Terror with the
government and with Positive, Negative, and Patriotic values. The left
and middle columns show all associations greater than 20% in the year
before and after 9/11, respectively. The right-hand column shows the
difference between the association before and after 9/11 in percentage
points.

In all cases, the most striking change is a strong increase in the as-
sociation with terrorism. In the US, the reverse association of terrorism
with Islam decreased. Interestingly, the association with the positive and
negative values also decreases, and the other associations are stable, so
it seems that the Terrorism discourse is expanded into other directions
than those measured in this chapter. In the UK and the Netherlands, the
association of Terror with Islam and with Government increases slightly
(+0.1). In the UK, associations with positive and negative values remains
constant, while in the Netherlands Islam is associated more with nega-
tivity, while Terror is less positive. In both the US andUK, the association
between Islam and patriotism increases, and it would be very interesting
to know what this increased relation is.

To test our fourth hypothesis, we look more closely at two aspects of
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Figure 5.4: Associations of Terror and Islam
Reading example: In the US, before 9/11 the association of Islam with govern-
ment was .5: half of all documents containing Islam also contained one of the
governmental actors. This association increased to .6 after 9/11, so there was an
increment of 0.1 as shown in subfigure (c). In the UK, before 9/11 the association
of terror with Islam was below the threshold (0.2). After 9/11 this association
was 0.2, an increase of 0.1 according to subfigure (f).
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these networks: evaluations (associations with positive/negative) and
associations of Muslim with terrorism. The evaluative portrayal of Mus-
lims is measured as the ratio of associations with negative terms com-
pared to positive terms. The connection with terrorism is measured as
their association with terrorist terms. We can again use a chi-squared test
to test whether using a negative word is independent of the article being
before or after the event for all articles mentioning Muslims. Interest-
ingly, althoughMuslims were portrayedmuch more negatively immedi-
ately after both 9/11 and the local key events, after the first months the
negativity dropped to a level slightly, but not significantly, higher than it
was before the event. Only the British press is overall significantly more
negative after the event, but this might simply be because ‘their’ event is
still relatively recent.

The association of Muslims with terrorism is more interesting, as
shown in Figure 5.5. In all countries, Muslims were strongly associ-
ated with terrorism immediately after 9/11, and although this level de-
creased over time it stayed significantly higher than before 9/11. In
the UK, the association with terror also increased significantly after the
London bombings, although the long-term effects are not clear since the
bombings are fairly recent. In the Netherlands, the association with ter-
ror actually decreased significantly after the murder of Van Gogh, even

Figure 5.5: Associations of Muslims with Terrorism per Country per Pe-
riod

(N = 43,868; U.S. = 16,929; U.K. = 12,258; Netherlands = 14,681)
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though the negativity increased slightly (not shown here). Apparently,
even though the murder was often called a terrorist attack by the press,
this did not cause a framing of Muslims as terrorists afterwards (all sig-
nificances p < 0.01).

It seems that the associative frame between Muslims and terrorism
was created not by local events, but rather by 9/11 as a global event.
This association was reinforced in the UK after the London bombings
but decreased after the murder of Van Gogh in the Dutch press.

5.5 Conclusion

This chapter presented Associative Frames, a method for automatically
extracting Semantic Networks based on the co-occurrence of concepts
as measured using keyword lists. Agenda Setting, second-level Agenda
Setting, and Emphasis or Issue Framing can all be seen as theories about
the transfer of association patterns or networks from the media to the
receiver. By measuring the individual concepts rather than the whole
frame, we are able to use computer techniques to automate this mea-
surement. Moreover, the data obtained using this method is less depen-
dent on the specific definition of the measured frames, increasing the
reusability of the data and making it easier to test different theories on
the same data. In this way, we have given a clear interpretation of lin-
guistic co-occurrence in terms of current communication theory, which
helps to bridge the gap between theoretical sophistication and measure-
ment techniques.

We also presented amethodology for calculating association scores as
a conditional reading probability. This measure is asymmetric, conform-
ing to substantive intuitions about the nature of association. Moreover,
probability calculus is a well-understood field of mathematics, making
the model easy to extend and compare with other methods. Finally, we
gave an example content analysis of the associations between Islam and
Terror in the Dutch, British, and American press between 2000 and 2006,
showcasing the power of this method to analyse large amounts of text.

This method has some limitations, however. First, we accept that not
all frames can be expressed as simple association patterns. For some
frames, it will be necessary to extend the current model, for example
by distinguishing between types of relations or by measuring whether
the relation is positive or negative. Although these measurements are
difficult to carry out linguistically, a lot of work is being done on such
problems in the Computational Linguistics community, and the model
can easily be extended as soon as acceptable accuracy is reached on the
linguistic extraction. Also, certain framing theories, such as Equivalency
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Framing, are even more difficult to fit into this model, since they are not
directly based on association networks.

Another limitation is the difficulty of interpreting co-occurrencemea-
sures on keywords. An overly broad or narrow set of keywords for a con-
cept can easily skew the results or measure something completely differ-
ent from the intended concept. For this reason, it is very important to
go ‘back to the text’ and qualitatively assess whether the found contexts
are actually expressing the relation that one is interested in. Moreover,
the validity of the extracted occurrence and co-occurrence of concepts
should be tested by comparing extracted concepts and networks with
manual annotations on a sample of documents, analogous to the reliabil-
ity measurements common in manual content analysis. The creation and
evaluation of keyword lists can be done systematically using Keyword-
in-context programs or manual coding of a subset of documents, but it
is ultimately the interaction between the quantitative measurement and
the qualitative control that ensures a correct interpretation of the results.
This makes automatic content analysis more labour-intensive than an
‘automatic approach’ might suggest, but once the lists are in place and
they have been well tested, there are little extra costs in analysing more
documents, making this approach particularly well suited for research
topics that are ongoing or that cover a large number of texts.

These limitations notwithstanding, this chapter provides a clear com-
munication theoretical interpretation and probabilistic operationalisation
of co-occurrence. This yields a flexible method for the automatic analysis
of text, either for testing hypotheses or for exploratory research, which is
a contribution to the measurement techniques currently available to the
communication scientist.



90 Chapter 5: Extracting Associative Frames using Co-occurrence



CHAPTER 6

Using Syntax to find
Semantic Source, Subject, and Object

‘Lubbers: ignore Wilders and Verdonk’
(Lubbers: negeer Wilders en Verdonk; Het Parool, October 24, 2007)

‘Nieuwspoort reluctantly gives platform to ‘free speech’
(Nieuwspoort geeft met tegenzin podium aan ’het vrije woord’ ; Trouw, March 7, 2008)

Populist politicians such as Geert Wilders and Rita Verdonk are highly
visible in the news media, but are they given a platform to state their
opinions and explain their positions or are they merely talked about as
an issue? Do journalists pick sources who agree with their position? Are
incumbent politicians presentedmore authoritatively in the media? This
chapter presents methods to extract quotes sources and differentiate be-
tween semantic subject and object based on syntactic information, allow-
ing the above questions to be answered automatically.

This chapter is an edited version of:
Wouter van Atteveldt, Jan Kleinnijenhuis, and Nel Ruigrok (in press), Pars-
ing, Semantic Networks, and Political Authority: Using syntactic analysis to
extract semantic relations from Dutch newspaper articles, accepted for publi-
cation in Philip Schrodt and Burt Munroe (eds.), Special Issue on Automated
Natural Language Analysis of Political Analysis.

91
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6.1 Introduction

The previous chapter described how the simple fact that two concepts
co-occur in a text can be used to answer a number of interesting research
questions. However, a network of undirected and unsigned links is in-
sufficient for answering many research questions. For some questions,
we also need to know the direction (who is acting and who is acted
upon) and sign (or valence, polarity: is the relation positive or nega-
tive?) or relations. Moreover, texts often contain a number of (quoted or
paraphrased) sources, and it is often necessary to analyse the networks
belonging to these sources separate from themain network. This chapter
describes a method for using the syntactic structure of text to enrich the
Semantic Network in two respects: it differentiates between the seman-
tic subject (agent) and object (patient), that is, it creates directed links
between the concepts; and it recognises quoted text and identifies the
source and the quote, making it possible to create a separate network for
the quoted text that is attributed to the quoted source.

The general approach taken in this chapter is rule-based: All sen-
tences are syntactically parsed using the Dutch Alpino parser (Van No-
ord, 2006), and a number of patterns are used to extract source–quote
and subject–object relations. Subsequently, the political actors are iden-
tified using label matching and simple anaphora resolution. This yields
a directed graph with actors as nodes and separate contained subgraphs
attributed to quoted sources.

To assess the quality of the automation by this method, the manual
semantic network content analysis of the 2006 Dutch election campaign
will be used as a Gold Standard (Kleinnijenhuis et al., 2007a). The avail-
ability of human codings allows us to assess the validity and the auto-
matic method. In order to test this validity, we present a use case in
which the authority of political actors in the media is operationalised
based on their occurrence as source, subject, and object. Construct valid-
ity is then defined as the extent to which the method measures the theo-
retical constructs correctly, and is defined as the agreement with human
coding on the level of analysis, in this case authority scores per week
of news on an issue. Finally, we test whether the predictive validity of
automatic coding is satisfactory: it should make no difference whether
substantive hypotheses about the effects of political communication are
tested with data derived from an automatic content analysis or a content
analysis by human coders. This is determined by testing a number of
hypotheses that explain which politicians should be authoritative based
on the newspaper and news topic.

The remainder of this chapter is structured as follows. The next sec-
tion will describe the method used for extracting the source–quote and
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Figure 6.1: Overview of themethod for recognising source, agent, patient

subject–object relations. The third section describes the methodology for
testing the validity of the method, including the case study on measur-
ing media authority. The fourth section presents the results of these tests,
and the fifth section will investigate which parts of the method perform
well and what the causes of failure are.

6.2 Determining Semantic Roles using
Syntax Patterns

Figure 6.1 gives an overview of the method presented in this chapter.
The method assumes that the documents to be analysed have been fully
parsed in the pre-processing1: The input of the method consists of the
syntax (dependency) graphs of these documents. The semantic roles
are identified by pattern matching on these syntax graphs by the Source
Detection and Subject–Object detection modules. This yields a syntax
graph enriched with the identified semantic roles. This graph is com-
bined with an ontology of political actors2 and fed into the Entity Identi-
fication module. This module detects the occurrence of the entities in the
ontology in three steps: direct name matching, anaphora resolution, and
post-hoc extraction of remaining names that were not identified as play-
ing a semantic role. This results in a Semantic Network of source–quote
and subject–object relations between objects from the ontology. The fol-
lowing sections will describe the modules comprising the method.

1See section 3.2.4 on page 46
2See chapter 4 and section 8.4 on page 156



94 Chapter 6: Using Syntax to find Semantic Source, Subject, Object

6.2.1 Source–Quote recognition

Journalists use a limited number of relatively fixed patternswhen includ-
ing quotes and paraphrases in newspaper articles, and a limited number
of verbs are used as indicators of these patterns. As a consequence, it is
feasible to recognise these patterns from the text and dependency graph
using a limited number of patterns. In principle, we are only interested
in extracting quotes as assertive speech acts (Searle, 1969), not as direc-
tives (orders) or commissives (promises).

Figure 6.2 shows the dependency trees of two fictive newspaper sen-
tences, corresponding to the main patterns used in this module. Figure
6.2a shows the parse of the sentence ‘Bush denkt dat Blair een leugenaar is’
(Bush thinks that Blair is a liar). This exemplifies the first pattern: [source–
vsays–quote]. The key to this pattern is the occurrence of one of 27 ‘says’
verbs, such as zeggen (to say) or denken (to think). The subject of this verb
is the source of the quote, and the word dat (that) or (if dat is ommitted)
the verbal complement of the main verb is the quote. In the figure, the
identified key word is indicated with a double line, the source has a thin
black line, and the quote has a thick grey line.

Figure 6.2b is an example of the secondmain pattern: [pvolgens source,
quote]. In this sentence, ‘Volgens Bush is Blair een leugenaar’ (According
to Bush, Blair is a liar), the key word is the preposition volgens (according
to). The direct object of this preposition is the source of the quote, while
the parent of the preposition and its children, except for the preposition
itself, forms the quote. This pattern is often used when citing reports

Key
denk
think

Source
Bush

Quote
dat
that

ben
am

Blair een leugenaar
a liar

su
vc

body

su
predc

(a) Bush thinks that Blair is a liar

Quote
ben
am

Key
volgens

according to
Blair een leugenaar

a liar

Source
Bush

mod

obj1

su
predc

(b) According to Bush, Blair is a liar

Figure 6.2: Example syntax patterns for source recognition
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(e.g. According to a report from ...); other key words are ‘aldus’ (as stated by)
and ‘blijkens’ (as appears from).

Apart from thesemain patterns, we created a set of minor patterns for
special constructions such as Bush laat weten dat ... (Bush makes it known
that ...) and Dat blijkt uit ... (This is evident from ...). Moreover, surface
(string) matching was used to extract explicit quotes such as Bush: “Blair
is een leugenaar” (Bush: “Blair is a liar”).

6.2.2 Subject–Object recognition

This module aims to overcome the discrepancy between the syntactic
subject-object and the semantic subject–object (or agent–patient). For our
purposes, the semantic subject (or agent) should be the actor or object
primarily doing or causing something, while the semantic object (or pa-
tient) is the actor or entity that it is done to (Dixon, 1991). Below are some
simple example sentences, with the syntactic subject and object indicated
above the text and the semantic subject and object below it:

1.

Subject Object

Bush vertrouwt Blair
Bush trusts Blair
Agent Patient

2.

Subject Prep.Object

Blair wordt vertrouwd door Bush
Blair is liked by Bush
Patient Agent

3.

Subject Prep.Object

Bush heeft vertrouwen in Blair
Bush has trust in Blair
Agent Patient

4.

Subject Object Prep.Object

Bush stelt zijn vertrouwen in Blair
Bush puts his trust in Blair
Agent Patient

As can be seen from these examples, sometimes the semantic object is
the direct object, sometimes the indirect object, and sometimes the ob-
ject of a prepositional phrase. Moreover, in passive sentences the subject
is the semantic object, and the (prepositional) object the semantic sub-
ject. Extracting such relations from syntactic structures has been done by
Katz and Lin (2003), who extracted specific relations from a dependency
parse of English texts. Bouma et al. (2003) describe a system for extract-
ing relations from Dutch texts using the Alpino parser in the context of
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a Question Answering system. Similar to these systems, our module
works as outlined below:

1. A predicate is formed from the ‘verb chain’ in the tree. The verb
chain consists of the finite verbs and all verbal complements. Also,
infinitive te-constructions (to-constructions, e.g. agreeing to disagree)
are considered part of the verb chain.

2. All predicative complements of the verbs in the chain are included
in the predicate. An example of a predicative complement is the
preposition attached to a verb (e.g. search for information).

3. If any of the nodes in the predicate has an indirect object, all direct
objects are included in the predicate.

4. The predicate is inspected to determine whether the sentence is ac-
tive or passive. If the sentence is active, the subject node of the top
verb is identified as the semantic subject, and all (indirect) objects
of the nodes in the predicate are identified as the semantic object.
For passive sentences this is reversed. Passive verbs (e.g. Dixon,
1991) were not included in the version of the module tested here.

An alternative approach is using machine learning techniques to ex-
tract relations, such as done by Zhang et al. (2008) and Jijkoun (2007).
This is a promising technique for improving this module given that we
have a training corpus of human codings, but is beyond the scope of this
chapter.

As an example of the source and subject–object detection, consider
the annotated syntax tree in figure 6.3 of the Dutch sentence reading
‘Kerry zegt dat Bush hem een draaikont heeft genoemd’ (Kerry says that Bush
called him a flip-flop). Figure 6.3a is the raw dependency graph.3 The top
relation is Kerry as the subject of says, which has a verbal complement
that. This complement contains the clause with Bush as the subject of has
called, which has an indirect object (obj2) him, and a direct object (obj1)
flip-flop. Finally, flip-flop has a determiner a. Figure 6.3b shows the depen-
dency graph enriched with semantic roles. The circles indicate a source
construction: says is the key to the construction, indicated by a dashed
line, while the subject Kerry is indicated by a solid black circle and the
quote that (and all underlying nodes) by a thick grey circle. The rect-
angles indicate a subject–predicate–object construction. The predicate is
has called flip-flop, which is displayed using a double rectangle. The sub-
ject, Bush, uses a solid line while the line for the object, him, is thick grey.
Note that flip-flop, although it is the grammatical object, is correctly clas-
sified as part of the predicate.

3See section 3.2.4 on page 46



6.2 Determining Semantic Roles using Syntax Patterns 97

zegt
says

Kerry dat
that

heeft
has

genoemd
called

Bush hem
him

draaikont
flip-flop

een
a

su vc

body
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obj2
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(a) Dependency Tree

Key
zegt
says

Source
Kerry

Quote
dat
that

Pred.

heeft
has

Pred.

genoemd
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Agent

Bush

Patient
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Pred.
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su
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obj1

det

(b) Recognised Relations

Figure 6.3: Example of a parsed sentence with semantic relations
Kerry zegt dat Bush hem een draaikont heeft genoemd
Kerry says that Bush called him a flip-flop

6.2.3 Entity Identification

The task of the next module of the method is recognising which politi-
cians or political parties are referred to in the text. Since we know the
names of the relevant political actors in the campaign beforehand, and
politicians are generally referred to by their name, this is a fairly easy
task. The recogniser identifies a politician if either his last name is men-
tioned, or his first name is mentioned and his last name was mentioned
earlier in the same text. Political parties are identified if the party name
appears but is not part of a noun phrase also containing the name of a
party member (since the party name is often mentioned between paren-
theses when a politician is first mentioned). Finally, a number of custom
rules are used to recognise references to politicians by references to the
office held by them. Examples are ‘the minister of health’, the ‘leader of
the Labour Party’, and ‘the Prime Minister’.

Anaphora Resolution

The main difficulty in recognising entities is that, after the first men-
tion of an politician, he or she is usually referred to using a pronoun
(‘he’, ‘she’) or a definite noun phrase (‘the representative’, ‘the minis-
ter’). Such references are called anaphoric references. Anaphoric refer-
ence resolution is an active field of (computational) linguistics. Although
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completely solving this problem is very difficult, a number of systems
attain good performance using fairly simple heuristics, as surveyed by
Mitkov (2002). The general approach in such systems is to identify all
candidates, filter out impossible candidates, and rank the remaining can-
didates using a heuristic function.

From the constraints and preferences surveyed by Mitkov (2002) and
Lappin and Leass (1994), four seem immediately useful for our applica-
tion: The first constraint in gender and number agreement: in English
(and in Dutch), pronominal references have to match the antecedent in
number and gender. This means that ‘he’ has to refer back to a singular
male antecedent, while ‘they’ refers to a plural antecedent. To this we can
add ‘party agreement’, in the case of a nominal reference to a member of
a certain party such as ‘the socialist.’ A second group of constraints are
the syntactic constraints. In simplified terms, these state that a normal
pronoun cannot reference a noun in the same part of a sentence, while
a reflexive pronoun (zich, himself) has to refer to such a noun: In ‘Bush
likes him’, him cannot refer to Bush, while in ‘Bush likes himself’ the
pronoun has to refer back to Bush. The third factor is syntactic paral-
lelism: a noun in the same syntactic position as the anaphora is preferred
over other nouns. The fourth factor is a salience heuristic described by
Lappin and Leass (1994), that essentially prefers subjects to objects and
recent sentences to earlier sentences.

From this survey, we designed the following fairly simple implemen-
tation for anaphoric references:

1. Identification. Any ‘animate’ pronoun and definite noun phrase
that describes a political function is identified as an anaphora

2. Candidate selection. A list of possible noun phrases is made from
the text preceding the anaphora, using the following ranking:

(a) Antecedents are ranked from the current sentence to the first
sentence in the paragraph

(b) Within a sentence, antecedents are ranked by their grammati-
cal function: [function-of-pronoun; Subject; Direct Object; In-
direct Object]

3. Candidate Filtering based on gender and number and (within the
same sentence) syntactic constraints. Since we are only interested
in the best match, the candidates are generated according to their
rank, and the first matching candidate is considered to be the an-
tecedent of the pronoun. For example, in the sentence in Figure 2
above, for him there are two candidates in the same sentence: Bush
and Kerry. However, Bush is a sibling of him and is excluded, mak-
ing the module conclude that Kerry is probably the antecedent.
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As another example of how these rules work, consider the following two
sentences:

1. Hirsi Ali verliet de politiek omdat Minister Verdonk haar het Nederlander-
schap leek te ontnemen
Hirsi Ali left politics because Minister Verdonk withdrew her citizenship

2. De minister heeft dit later heroverwogen
Later, the minister reconsidered this

In the first sentence, her refers to Hirsi Ali because Verdonk is rejected
as antecedent as a sibling of the anaphora. If the pronoun had been ‘his’
or ‘their’, the module would have also rejected Hirsi Ali since it knows
that Hirsi Ali is singular and female. In the second sentence, the minis-
ter is also considered anaphoric since the specific department is not men-
tioned (‘the minister of education’ uniquely identifies a person and is not
considered anaphoric). Since no suitable referents exist in that sentence,
the module looks back to the first sentence and identifies Hirsi Ali and
Verdonk as candidate antecedents. Since it knows that the antecedent
of the minister has to be a minister, it can rule out Hirsi Ali and selects
Verdonk, of whom the module knows she was minister of immigration
at that time. This shows how background knowledge of the domain is
required for filtering out possible antecedents (chapter 8 gives a more
formal description of this background knowledge). Note that we do not
resolve the pronoun ‘this’, since we are only interested in actors in this
paper and ‘this’ can only refer to an inanimate antecedent.

Post-hoc Extraction

Finally, it was observed during development that many sentences do not
contain a full subject–predicate–object construct, but still contain rele-
vant political actors. To identify these actors, all nodes that were not
considered part of any semantic role are inspected. If any such node
equals the last name of a politician or the name of a party, a rudimentary
triple containing this actor is created, placing the triple at the object place
if it is a modifier, object, or complement of another node, and — if none
of these — subject.

6.3 Determining Validity

The purpose of this study is to investigate the quality of a method for
extracting the semantic relations from text using grammatical analysis.



100 Chapter 6: Using Syntax to find Semantic Source, Subject, Object

To evaluate this quality, we ask three specific questions, roughly match-
ing the concepts of concurrent validity, construct validity, and predictive
validity.4

Concurrent validityHowwell does it extract the relation from each unit
of measurement?

Construct validity How well does it calculate variables at each unit of
analysis?

Predictive validity How well can the results be used to model extra-
media data?

For each of the three questions, we perform a comparison between
the output of the method and manual coding of the same material. For
this we use a corpus consisting of a selection of sentences from a manual
analysis of the 2006 election campaign using the NET method (Kleinnij-
enhuis et al., 2007a). Sections 2.4 and 2.5 give more detail on the NET
method and the 2006 election study and resulting corpus, respectively.
From the 2006 election corpus, we used all relations containing a politi-
cal analysis, including 15,914 out of 27,137 relations.

6.3.1 Concurrent Validity

The most straightforward method for establishing the performance of
the method is by comparing the sources, subjects, and objects found by
the method with those found by the human coders. Since we consider
the codes found by human coders to be valid, if the computer codes
match those codes they are concurrently valid. Since it is sometimes un-
clear to which sentence a statement belongs, especially in the context of
anaphora and sentence-spanning quotes, this analysis is performed at
the article level. For each article, we compute the multiset of items that
the method and the human coder found, where an item is a combination
of a place (source, subject, or object) and a political actor. From these
multisets we compute recall, precision, and F1 Score as defined in sec-
tion 3.4 on page 49.

6.3.2 Face Validity

The reliability measure presented above depends on the human coding
being the only correct answer. In the context of semantic networks, some

4The concepts used here are a slight deviation from their actual meaning, since we use
the human codings as a benchmark to judge the quality of the new automatic codings for
each of the three types mentioned above, whereas in themethodological literature the com-
parison with existing measures is usually exclusively associated with ‘concurrent’ validity.
Nevertheless, these terms are a close match and serve as convenient descriptions.
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sentences are semantically ambiguous. Depending on the interpretation
of the coder, one of the possible codings is chosen. This means that part
of the disagreement between the computer and the human coding can
be due to semantic ambiguity of the texts rather than errors made by the
method. To investigate this, we manually inspect a set of sentences, and
classify the output of the method as justifiable, false positive, or false
negative. From this, we can also compute precision and recall scores as
above. This checks whether the relations identified by the method are ac-
ceptable to experts, rather than identical to the relations they identified.
Consequently, the face validity can be seen as an optimistic indicator of
reliability. As this is not a rigid, formal evaluation, the results should
be interpreted as an indication of the face validity of the output of the
method rather than a definitive measurement of its reliability.

6.3.3 Construct Validity

Since we are interested in using the method to answer questions that are
relevant to political analysis, it is important to determine the construct
validity of the method: can the method measure the theoretical con-
structs needed for political analysis? This validity can be operationalised
as the ability of the method to measure variables used for modelling po-
litical interaction at the unit of analysis. These model variables depend
on the substantive research question, so we need to investigate a specific
use case to determine the construct validity.

The case study that we present here analyseswhatHerbst (2003, p.489)
calls media-derived authority: a ‘legitimation one receives through me-
diated channels’. Media authority is an important aspect of media per-
formance, and is a direct result of journalistic choices on how to portray a
political actor. As such, it is an interesting variable both for studying me-
dia effects and the internal media logic. Media authority does not equate
to visibility: if an actor is portrayed as untrustworthy or incompetent, he
or she is visible but not very authoritative. A first definition of media au-
thority is that the more an actor is given the possibility to talk directly to
the voters, the more authoritative he or she comes across with the public
(cf. Patterson, 1993; Donsbach et al., 1993; Donsbach and Jandura, 2003).
This can be operationalised as the frequency with which an actor is used
as the source of statements.

Another definition of media authority is being portrayed as acting,
rather than being acted upon. This portrays a politician as being capa-
ble of and active in the solving of issues, rather than being the object of
external circumstances and the topic of discussion and scandal (Klein-
nijenhuis et al., 1998). This definition can be operationalised as the rela-
tive frequencywith which an actors appears as the semantic agent rather
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than as patient.
Given these definitions, we can compute the construct validity of the

method by calculating the variable based on the manual coding and on
the computer output, and determining the correlation between these cal-
culations.

6.3.4 Predictive Validity

The predictive validity of this method is its ability to make correct in-
ferences about real-world phenomena. To investigate this, we use the
method to test three hypothesis pairs about media authority. For each
hypothesis, we present the results based on the output of the method as
well as those based on the manual coding, allowing a qualitative estima-
tion of the external validity of the method. These hypothesis pairs are as
follows:

H1: Indexing theory

Bennett (1990, p.106) formulated the theory of indexing: ‘Mass media
news professionals, from the boardroom to the beat, tend to ‘index’ the
range of voices and viewpoints in both news and editorials according to
the range of views expressed in mainstream government debate about a
given topic’. This is in line with what Galtung and Ruge (1965), in their
classic essay on news values, define as the ‘relevance’ of an individual as
a product of his or her power (see also Weaver and Wilhoit, 1980; Olien
et al., 1983; Stempel and Culbertson, 1984). Given the two definitions of
media authority, this leads to two hypotheses:

H1a Powerful politicians are quoted relatively often
H1b Powerful politicians are portrayed as acting relatively often

The power of a politician is operationalised as the number of seats in
parliament and as a dummy variable indicating incumbency. These two
variables are put in a regression model with either of two definitions of
authority as operationalised above. Table 6.1 lists the parties with seats
in the Dutch parliament before the 2006 elections.

H2: Opportune Witnesses

The specific selection of sources is a central part of the theory of ‘oppor-
tune witnesses’ (Hagen, 1993). According to this theory, journalists pre-
fer to quote sources that support the journalist’s own political stance or
the editorial line. By selecting sources that put forward a certain opinion,
journalists can convey the impression that experts share their personal
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Table 6.1: Parties in the Dutch Parliament (2003-2006)

Party Incumbent Seats

CDA Christian Democrats 1 44
PvdA Labour, Social Democrats 0 42
VVD Conservative Liberals 1 28
SP Socialist Party 0 9
LPF Fortuynists (extreme-right) 0 8
GroenLinks Green / Left 0 8
D66 Progressive Liberals 0 8
ChristenUnie Orthodox Reformed (progressive) 0 3
SGP Orthodox Reformed 0 2

views. Ruigrok (2005) showed that during the Bosnian war, Dutch jour-
nalists made extensive use of opportune witnesses in order to strive for
a military intervention. Traditionally, the Dutch media were segmented
or pillarised in different ideological camps (Lijphart, 1975). Although
this is mainly a feature of history, newspapers still differ in the ideology
of their readership and there are observable differences in the way they
treat the different parties (Kleinnijenhuis et al., 2007a). This leads us to
the following hypotheses:

H2a Newspapers cite politicians belonging to their traditional ‘pillar’ relatively
often

H2b Newspapers portray politicians belonging to their ‘pillar’ as acting relatively
often

For this analysis, the two definitions of authority are correlatedwith a di-
chotomous variable indicating whether the party is considered aligned

Table 6.2: Dutch national newspapers and their traditionally aligned par-
ties

Newspaper Aligned parties

De Volkskrant PvdA, SP, D66, GroenLinks
NRC Handelsblad CDA, VVD
Telegraaf CDA, VVD
Trouw CDA, CU, SGP
Algemeen Dagblad CDA, VVD
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with the newspaper. Table 6.2 lists the five large national newspapers in
the Netherlands, along with our operationalisation of newspaper align-
ment. It should be noted that this operationalisation is rather arbitrary.
Newspapers are no longer rigidly embedded in an ideological ‘pillar’,
and do not proclaim an open allegiance to a certain party. Moreover, the
three relatively conservative newspapers are all considered to be aligned
with the same parties, even though there are substantial differences be-
tween these newspapers. However, the purpose of this paper is not to
give the definitive answer on this hypothesis, so even if this operational-
isation is debatable, it is interesting to investigate whether the method
presented in this chapter can be used to test it.

H3: Issue ownership and Economic Voting

A well-established theory is that of issue ownership: due to historic and
current ideological cleavages, certain parties are seen as the ‘owner’ of
certain issues, meaning that they are generally regarded as the partywith
the best reputation for solving the problems of those issues (Budge and
Farlie, 1983; Petrocik, 1996; Petrocik et al., 2003; Benoit, 2007). For ex-
ample, the welfare method is traditionally owned by left-wing parties,
while fiscal and economic issues are owned by right-wing parties.

Additionally, it is often found that (news about) positive economic
development is beneficial for the incumbent party or parties, while neg-
ative economic development is harmful (Lewis-Beck, 2006). This body
of literature on ‘economic voting’ or ‘retrospective voting’ is easily sub-
sumed in the issue ownership hypothesis by assuming that the incum-
bent party owns valence issues such as economic growth and employ-
ment. The issue ownership theory has two parts. It assumes that parties
who succeed in getting owned issues in the media will win at elections,
which is backed up by empirical research (Petrocik, 1996; Kleinnijenhuis
et al., 2007b). Moreover, it assumes that parties prefer to address their
owned issues in the media. From the latter part, we hypothesise a rela-
tion between issue ownership and media authority:

H3a In reporting on an issue, politicians from parties ‘owning’ that issue are
cited relatively often

H3b In reporting on an issue, newspapers portray politicians from parties ‘own-
ing’ that issue as active relatively often

Recent research from the US suggests, however, that a neck-and-neck
race in election campaigns forces all parties to address the same set of
key issues (Sigelman and Buell, 2004; Kaplan et al., 2006), which makes
it worthwhile to test these hypotheses outside the US.
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Table 6.3: Issues and Issue owners in the 2006 Dutch elections

Issue Issue Owner

Valence Economic growth, employment CDA, VVD (incumb.)
Leftist Social welfare PvdA, SP
Rightist Fiscal policy VVD
Immigration (Illegal) immigration, integration VVD, extreme-right
Values Christian / Traditional values CDA, CU
Environment CO2 reduction, national parks GroenLinks
Reforms Democratic Reforms D66

Similar to H2, these hypotheses are tested by regressing authority
on issue ownership. As shown in table 6.3, issue ownership is opera-
tionalised as a dummy variable, based on a survey of Dutch citizens in
September 2006 (Kleinnijenhuis et al., 2007a, p.113).

Combined model

All hypotheses can be measures using one data set if we take all state-
ments about the same party in all articles from one newspaper on one
topic as the unit of analysis. Moreover, all hypotheses have media au-
thority as the dependent variable. This means we can construct a com-
bined regressionmodel with all independent variablesmentioned above,
which allows us to compare the relative explanatory power of the differ-
ent theories on media authority.

6.4 Results

The main research question of this study is whether it is possible to de-
vise a method that uses the grammatical analysis of text to draw con-
clusions that are relevant for political analysis. This section will answer
that question by presenting the results of the validity tests, answering
the question ‘How good/useful is this method?’

6.4.1 Concurrent Validity

The performance of the method at the article level is given below in ta-
ble 6.4. The columns list the precision, recall, and F1 Score of the method.
The first three rows contain the performance on identifying sources, sub-
jects, and objects. The fourth row contains the combined performance,
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Table 6.4: Performance of the method at the article level

Measure Precision Recall F-score

Source 0.53 0.31 0.39
Subject 0.57 0.51 0.53
Object 0.39 0.36 0.37
Combined 0.51 0.43 0.47
Ignoring frequency 0.56 0.58 0.57
Aggregate 0.65 0.66 0.65

N=16,454 found items (1944 sources, 9614 subject, 4896)

and the fifth row contains the combined performance ignoring the fre-
quency of identical items. The last row lists the performance on the level
of parties rather than individual politicians, ignoring item frequency.

It is difficult to pass a qualitative judgement on these numbers. If we
treat the aggregate F1 Score as an agreement measure, it would be rated
‘Acceptable’ in the classic article by Landis and Koch (1977). Addition-
ally, as noted above, we cannot assume that the human coders always
agree, hence some of the error is due to the method finding the objec-
tively correct answer while the human found another answer. In the
light of these considerations, we find this performance acceptable, but
there is certainly room for improvement.

6.4.2 Face Validity

As noted before, human coders also have difficulty agreeing on the se-
mantic relations in a sentence. In semantically ambiguous sentences,
multiple interpretations are possible, and there is no single perfect an-
swer. Hence, it is possible that the disagreement between human and
computer analysis is partly due to different choices made by the human
coder and the method that are both valid. For this reason, we also inves-
tigated the face validity or acceptability of the answers of the method by
manually investigating 200 sentences and judging whether the answer is
justifiable, or a false positive or negative.

The result of this outcome is encouraging: the average precision cal-
culated using these judgements was 0.83, recall was 0.78, yielding an F1
Score of 0.80. Although this is not a formal evaluation, it can serve as
an indication of (the upper bound of) the performance of the method at
the sentence level. As such, it suggests that a fair part of the disagree-
ment with human coders is because an automated analysis will often not
reveal the judgements which are preferred by human coders, but still
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judgements which are justifiable. It strengthens our conclusion that the
performance of the method is acceptable.

6.4.3 Construct Validity

Where the previous measure was calculated at the sentence or article
level, the construct validity of the method depends on measuring the
theoretical constructs at the level of analysis. Table 6.5 shows the cor-
relation coefficients of the two dependent variables between the human
coding and the output of the method.

The correlations on the frequency of sources is very good (0.83), and
the correlation of the proportional variable is acceptable (0.61). This per-
formance is expected to increase with higher N due to the aggregation
cancelling out noise, which is confirmed by correlation coefficients of .97
and .99 for the relative frequency when increasing the unit of analysis
to all articles per topic or per newspaper respectively. Since the current
unit of analysis contains on average 124 articles per newspaper/topic
cell, this can be considered an indication of the number of articles re-
quired per cell for the method to make a good approximation.

Table 6.5: Correlation betweenmethod output and human codings at the
level of analysis

Hypotheses Variable Correlation Signif.

H1a, H2a, H3a Relative frequency of use as source .83 p <.001

H1b, H2b, H3b
Relative proportion of occurrence as
source or subject rather than object .61 p <.001

N=450 combinations of issue x newspaper x party

6.4.4 Predictive Validity and Substantive Results

To give an indication of the external validity of the method, we shall test
the hypotheses listed in the previous section based on the automatic cod-
ing and the human coding. If both methods reach the same conclusion,
then this is a strong indicator of predictive validity.

H1: Indexing Theory

H1a Powerful politicians will be quoted relatively often
H1b Powerful politicians will be portrayed as acting relatively often
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Table 6.6: Regression analysis of Indexing: political power and media
authority Calculated using Automatic and Human coding

Hypothesis Variable Automatic Human

H1a (party is source)
Number of seats (β) 0.31∗∗∗ 0.29∗∗∗

Incumbent (β) 0.34∗∗∗ 0.35∗∗∗

Adjusted R2 0.35 0.34

H1b (party is acting)
Number of seats (β) n.s. n.s.
Incumbent (β) 0.14∗ 0.15∗

Adjusted R2 0.02 0.02

N=450 combinations of issue x newspaper x party; ∗p < 0.05, ∗∗∗p < 0.001

Table 6.6 summarises the regression analyses of the number of seats in
parliament and incumbency5), calculated using the output of themethod
and the human coding. For H1a, the dependent variable is the frequency
of each party as a source compared to the other parties. For H1b, it is
the relative proportion of occurrences as subject or source rather than as
object.

These findings support H1a: more powerful parties are quoted more
often than less powerful parties, where seats in parliament and incum-
bency are both important. H1b is mostly rejected: although there is a
significant effect of seats on authority, the overall explained variance is
very low. Most importantly, the findings based on the output of the me-
thod and on the human codings are identical, lending credence to the
use of the method for practical research.

H2: Opportune Witnesses

H2a Newspapers cite politicians belonging to their traditional ‘pillar’ relatively
often

H2b Newspapers will portray politicians belonging to their ‘pillar’ as acting rela-
tively often

These hypotheses were tested using correlation coefficients of the tradi-
tional alignment of a newspaper 6) with the dependent variable. Table
6.7 shows the results of this analysis, which displays the same pattern as
the results for the first hypothesis: H2a is confirmed by the strong corre-
lation of alignment with source use, while the evidence for H2b is much
weaker, with a trend according to the output of the method and a weakly

5see table 6.1 on page 103
6see table 6.2 on page 103
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Table 6.7: Correlation analysis of Opportune Witnesses: aligned parties
and media authority Calculated using Automatic and Human coding

Hypothesis (dependent variable) Automatic Human

H2a (party is source) 0.32∗∗∗ 0.34∗∗∗

H2b (party is acting) 0.10† 0.13∗

N=379 combinations of issue x newspaper x party; †p < 0.1, ∗p < 0.05, ∗∗∗p <

0.001. Note that the N is lower than 450 because one (new) newspaper does not
have a traditionally aligned party.

significant correlation in the human coding. Although the results on H2b
differ for the output of the method and the human coding, the direction
is the same and this is not an immediate cause for concern.

H3: Issue Ownership and Economic Voting

H3a In reporting on an issue, politicians from parties ‘owning’ that issue are
cited relatively often

H3b In reporting on an issue, newspapers portray politicians from parties ‘own-
ing’ that issue as active relatively often

Similar to H2, table 6.8 lists the correlation coefficients between issue
ownership7) and the dependent variable. From these results we can re-
ject hypotheses H3a and H3b: owning an issue does not lead to being
cited more often or to being portrayed as more active. This is in line with
the findings that in campaign time, the competition between the actors
is so fierce that no party will be left alone on any issue (Sigelman and
Buell, 2004; Kaplan et al., 2006), especially not if that party is seen as
having an advantage in talking about that issue. It would be interesting
to see whether these hypotheses hold outside election campaigns.

7see table 6.3 on page 105

Table 6.8: Correlation analysis of Issue Ownership and media authority
Calculated using Automatic and Human coding

Hypothesis (dependent variable) Automatic Human

H3a (party is source) n.s. n.s.
H3b (party is acting) n.s. n.s.

N=450 combinations of issue x newspaper x party
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Combined model

Since the unit of analysis and dependent variables are the same for each
group of hypotheses, we can create a combined regression model to de-
termine the relative magnitude of each effect.

Table 6.9 lists the model parameters and explained variance for the
models derived from the automatic and human coding. This model
shows two interesting effects. First, the opportune witnesses effect dis-
appears. This implies that the effect might have been spurious, since
alignment is correlated with power since the three right-wing newspa-
pers are aligned with the relatively large VVD and CDA. Second, issue
ownership becomes a negative indicator of source use. This suggests
an interaction effect with party power, as the positive effect of the lat-
ter causes issue ownership to have a significant negative effect, while
the two are positively correlated (.17 and .25, respectively, for number of
seats and incumbent; p<.001). This is confirmed by running a newmodel
with an interaction effect between incumbency and owned issue. The in-
teraction effect has a beta of -.16 (p < 0.001), and its inclusion reduces
the owned issue to beta=-0.1 (p < 0.05). The explanation for this is that
especially powerful parties are attacked as soon ‘their’ issues are placed
on the agenda, while the less powerful parties are relatively free to talk
about their issues. This is confirmed in the case of the Socialist Party and
the extreme right-wing parties, which were given an uncontested floor
to talk about social welfare and immigration, respectively. Their direct
competitors seemed to think that keeping them out of the spotlight was

Table 6.9: A multivariate test of Indexing, Opportune Witnesses and Is-
sue Ownership Calculated using Automatic and Human coding

Dependent variable Variable Automatic Human

Party as source

No. of seats (β) 0.31∗∗∗ 0.28∗∗∗

Incumbent (β) 0.35∗∗∗ 0.34∗∗∗

Own Issue (β) −0.15∗∗∗ −0.14∗∗∗

Aligned Party (β) n.s. 0.11∗

Adjusted R2 0.40∗∗∗ 0.36∗∗∗

Party is acting

No. of seats (β) 0.13∗ 0.14∗

Incumbent (β) n.s. n.s.
Own Issue (β) n.s. n.s.
Aligned Party (β) n.s. n.s.
Adjusted R2 0.02∗∗∗ 0.02∗∗∗

N=450 combinations of issue x newspaper x party; ∗p < 0.05, ∗∗∗p < 0.001
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more important than attacking them on their points, and concentrated
on the battle for the centre. This was punished by the voters, who mas-
sively left the large centrist parties except for the CDA for the smaller
fringe parties.

6.5 Error Components Analysis

Even if the performance of the method is acceptable, there is certainly
room for improvement. Thismakes it relevant to investigate the strengths
and weaknesses of the method. This section will present a quantitative
and qualitative analysis of the errors made by the method, answering
the question: “Which aspects of the system can be improved?”

Since the method consists of a number of modules, the first question
is: Which of themodules is causing the problems? This is a difficult ques-
tion to answer exactly, as the true values for the intermediate results are
unknown. For the sequential components in the ‘pipeline’, it is not possi-
ble to use the method with one of the components turned off as the later
components depend on the output of the earlier components. However,
for the three parallel modules that detect entities (the Entity Recogniser,
the Anaphora resolution, and the Post-Hoc extraction), it is possible to
run the method with or without one or more of those modules. This
gives an indication of the performance of the individual modules as well
as the contribution of this module to the total performance, by compar-
ing the performance using all components with the performance of the
method without that component. The results of this are listed in table
6.10. All scores are computed at the raw level; the performance of the
method with all modules activated from table 6.4 is copied for reference.

Table 6.10: Performance and contribution of the different entity recogni-
tion modules

Module Items found Performance using
only this module

Performance degrada-
tion without module

Pr Re F Pr Re F

All modules 17573 0.51 0.43 0.47 - - -

Entity Recogniser 11412 0.58 0.31 0.40 0.03 0.28 0.24
Pronomial Anaphora 1469 0.55 0.02 0.04 −0.01 0.03 0.02
Nominal Anaphora 715 0.65 0.05 0.09 0.00 0.01 0.01
Posthoc Extraction 3977 0.44 0.09 0.15 −0.05 0.07 0.03
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As can be seen from this table, the contribution of all modules is
positive: the full configuration outperforms all other tested configura-
tions. However, the contribution of the individual modules, except for
the entity recogniser, is quite low. The total performance difference be-
tween only the entity recogniser and all components is .07 F1 Score. The
largest contribution is from the post-hoc extraction. Although this mod-
ule has low precision and actually decreases the overall precision of the
method, it increases the recall even more and the contribution to the
F1 Score is positive. The precision of both anaphora modules is quite
high, especially that of the Nominal anaphora resolution, but only a
limited amount of items were found by these modules, yielding only
a small overall increase. It is probably worthwhile to investigate existing
anaphora resolution systems, such as those described by Bouma (2003)
and Mur and van der Plas (2006), to see whether recall can be improved.

As noted above, this technique cannot be used to judge the contribu-
tion of the serial modules. However, it is important to have an indication
of where in the ‘pipeline’ the problems occur, as an error in an earlymod-
ule generally causes the later modules to fail too: if the parse of a sen-
tence is incorrect, it is very difficult to extract the correct agent/patient
relations. Therefore, while judging the acceptability of the method on
200 sentences as described above, we also indicated our judgement of
the root cause of the problematic sentences. This judgement was based
on an inspection of the parse tree, the extracted source constructions and
subject-object relations, and the actors detected by the Entity Identifica-
tion component. The result of this (qualitative) inspection is listed in
table 6.11. For each module, the percentage of errors attributed to that
module are given, and a summary of the causes of failure.

Although the error frequencies are based on a small sample, there is
no single component that is identified as the main cause of errors. As
such, there is no single bottleneck that can be tackled. Rather, a number
of different possibilities for improving the method were found, giving us
confidence that it is possible to increase the performance of the method
within the current framework.

Another analysis is correlating the errors with the characteristics of
the sentence. For this analysis, we computed the number of errors and
percentage of incorrect items for each sentence, and correlated this with
the length of the sentence and a dummy variable indicating whether the
sentence was the headline. The results of this are interesting: Although
longer sentences contain more errors, they actually contain even more
correctly found items. Since the parse tree of long sentences is generally
complicated and error-prone, this is a surprising finding. Additionally,
the headlines contained fewer errors than other sentences, both abso-
lutely and as a percentage of the total number of items. Given that head-
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Table 6.11: Frequency of components causing errors and summary of the
causes of failure

Cause (frequency) Explanation

Tokeniser (11%)

Newspaper sentences often contain hyphens
that have to be interpreted either as a sentence
boundarymarker or as a connector in compound
words. Additionally, the quote character can be
used for citations or for apostrophes in words.
The parser expects this decision to be made by
the tokeniser, and generally fails spectacularly if
this decision is made incorrectly.

Parser (5%)

Especially on headlines, where auxiliary verbs
and function words are frequently omitted.
Long sentences are often not parsed completely,
but generally usable.

Source
constructions
(15%)

The most frequent error seemed to be multi-
sentence quotes, where the source of the quote
is not mentioned in the present sentence.

Subject-Object
(20%)

The most frequent error made by the subject-
object pattern matcher was that in complex sen-
tences the agent and patient are often spread
over the parse graph, rather than being the ar-
guments of a single predicate. Also, a gram-
matically identical structure can have a different
agent-patient structure depending on the words,
i.e. the sentence is ambiguous unless considering
the lexical level, which current module does not.

Entity (24%)

Errors here are mainly unusual labels for politi-
cians and parties (such as ‘JP’ for prime minister
Jan Peter Balkenende), and descriptions of the
political offices held by politicians (such as ‘on-
derwijsminister’ (education minister)).

Anaphora (25%)

In quotes, the first person pronoun should be
resolved to the source of the quote. Also, NP-
anaphora can often be difficult to spot, for exam-
ple, ‘die drie’ (those three) or ‘die’ (this) referring
to a person.

N=75 errors found in 51 incorrectly analysed sentences
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lines and complex sentences are generally difficult to parse, this seems
surprising. The reason is probably that headlines and long sentences
are generally self-contained, whereas short sentences in news texts (e.g.
“He was not the only one”; “Their success depends on this effort”) often
need information from other sentences to be interpreted. Human coders
do this naturally, but the module for anaphora resolution probably falls
short of resolving political entities in such short sentences.

Finally, it is interesting to investigate whether the performance of the
method is related to the type of relations that are extracted. In the seman-
tic content analysis method NET, a number of different relation types are
distinguished. Table 6.12 lists the relative frequency of sentences for each
type, giving an example sentence to explain the statement types, and the
proportion of errors in statements of that type.

These percentages are fairly close for all types. However, it is notable
that sentences describing Success and Failure contain a disproportion-
ate amount of errors. This is probably because the coding instruction
for human coders prescribes coding the actor whom it concerns in the
object position of a Success and Failure statement. In the text, however,
the actors are just as often the grammatical subject of the sentence. For
example, the sentence “The democrats gained 3 seats” would be coded
by human coders as [reality / gain of 3 seats for / Democrats]. This sug-
gests that a special-purpose module for detecting such sentences might
aid overall performance.

Table 6.12: Relation types and performance

Statement Type Example sentence % of sentences % of errors

Success, Failure Victory for Balkenende 15 19
Evaluation Wilders is evil 17 15
Action PvdA voted against the bill 16 13
Affection VVD disagrees with PvdA 44 45
Other - 3 4

N=10,367 sentences coded with a single relation type

6.6 Discussion / Conclusion

In this chapter we presented a method for extracting semantic relations
between politicians from Dutch newspaper articles. This method uses
the syntactic structure output by a freely available syntax parser (Van
Noord, 2006) to identify source constructions and semantic agent-predi-
cate-patient relations. Subsequently, the method identifies the political
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actors in those relations using a list of the names of all relevant politi-
cians. Moreover, the method contains an anaphora resolution module
that resolves pronominal and nominal anaphora.

In order to assess the performance of automated Semantic Network
Analysis, its output was compared with human codings of the same arti-
cles. Four types of performance were considered. The concurrent valid-
ity of the method was measured by comparing the agreement between
the output of the method and human codings at the level of articles (the
unit of measurement). This resulted in a moderate F1 Score of 0.65. Since
this moderate validity can be due to semantic ambiguity as well as error,
we measured the face validity by manually judging the acceptability of
the output at the sentence level, which yielded a good F1 Score of 0.8. Al-
though this evaluation is hardly rigid and objective as it was carried out
by the authors, it suggests that an automated analysis may still deliver
justifiable codings, even if these codings were not preferred by human
coders.

As argued by Krippendorff (2004, p.292), something that is more im-
portant than the agreement at the level of the units of measurements (i.e.
sentences) is the agreement at the level of the units of analysis, which can
be called construct validity: will the theoretical constructs be measured
correctly? Since this requires a theoretical construct, we performed a case
study investigating media authority. The construct validity was then de-
termined by computing the agreement on the media authority for the
units of analysis, being combinations of parties, issues and media. This
yielded a good correlation of .83 and .61 for two different definitions
of authority, frequency of being quoted, and proportion of being acting
rather than acted upon. Finally, we determined the predictive validity
of the method by comparing the conclusions on three substantive hy-
potheses regarding authority based on the automated coding and the
manual coding. The predictive validity was high, since the test results
starting from either manual codings or automated codings were iden-
tical, with almost identical regression estimates. Substantively, both a
human and the automated Semantic Network Analysis confirm that me-
dia authority is linked with power (indexing theory; Bennett, 1990) and
that newspapers lend more authority to politicians in the traditional ide-
ological ‘pillar’ of the newspaper (opportune witnesses; Hagen, 1993;
Ruigrok, 2005). Moreover, human and computer coding both reject the
link between issue ownership and authority, confirming the findings of
Sigelman and Buell (2004). Even in a multivariate test, which adds the
risk of the test results differing because of a different assessment of the
multicollinearity between the independent variables, automated and hu-
man semantic network analysis obtained the same results. From this, we
conclude that the automated Semantic Network Analysis as described in
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this chapter is immediately useful for extracting semantic relations that
can be used for political analysis of questions that are difficult to answer
with thematic content analysis.



CHAPTER 7

Determining the valence of relations using Sentiment
Analysis

‘Press subtly tries to demonise Geert Wilders’
(Pers wil Geert Wilders subtiel demoniseren; Metro, August 21, 2007)

‘All were about media logic and mediacracy.
And all were negative: the media did it.’

(Allemaal over medialogica of mediacratie. En allemaal negatief: de media hebben het gedaan.
de Volkskrant, Communicatiestaat, September 18, 2007)

It is often said that news is becoming more negative; that politicians are
taking opportunistic positions on issues; and that the media are biased
in their coverage of political news, supporting their favored party or de-
monizing newcomers. Analyzing any of these claims requiresmeasuring
whether an aspect of the discourse is positive or negative. This chapter
presents a system using Sentiment Analysis methods to automatically
determine this, extending automatic Semantic Network Analysis to pos-
itive or negative relations between actors and issues.

This chapter is an edited version of:
Wouter van Atteveldt, Jan Kleinnijenhuis, Nel Ruigrok, and Stefan Schlobach
(2008), Good News or Bad News? Conducting sentiment analysis on Dutch
text to dinstinguish between positive and negative relations, in C. Cardie and
J. Wilkerson (eds.), Special Issue of the Journal of Information Technology
and Politics on “Text Annotation for Political Science”, vol. 5 (1), pp. 73–94
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7.1 Introduction

The previous chapters discussed techniques to extract and interpret undi-
rected and directed relations between concepts. This chapter will show
how Sentiment Analysis techniques can be used to determine the po-
larity of relations and descriptions, that is, whether these relations or
descriptions are positive or negative.

Automatically determining the polarity of relations and descriptions
is not an easy task. Polarity can be expressed using verbs like ‘support’,
adjectives like ‘good’, or nouns like ‘a winner.’ Often, whether a word
has a positive or negative meaning is dependent on context, such as ‘cool
relations’ versus ‘cool plans’; a special case of this is multi-word units
such as ‘to push one’s buttons’ or ‘to lead up the garden path,’ which
contain a negative sentiment even though the individual words are gen-
erally neutral. To makematters worse, positive and negative expressions
contain more infrequently used words than non-polarised text (Wiebe
et al., 2004), making it very difficult to create word lists for such expres-
sions: Manually created word lists generally contain omissions, and the
more rare words a category contains, the more difficult it is to create
an exhaustive list. Infrequent words are also likely to be excluded from
the manually coded training material that can be used for creating word
lists automatically. As a consequence, there are currently no automatic
Semantic Network Analysis methods that extract a polarised network
from text. Approaches to automating the extraction of positive or nega-
tive relationships are often based on counting positive words on the one
hand, and negative words on the other, such as in extracting issue posi-
tions from texts (Laver et al., 2003), in extracting evaluations (Fan, 1996),
and in extracting real-world developments, such as attributions of eco-
nomic success or failure (Shah et al., 1999). Schrodt andGerner (1994) use
syntactic information for extracting relations, but restrict themselves to
conflict and cooperation between actors in sentences with a limited syn-
tactic complexity, such as headlines. Network content analysis methods
inspired by Social Network theory (Wasserman and Faust, 1994) largely
focus on the attention for specific relations between actors rather than
their polarity (Diesner and Carley, 2004; Corman et al., 2002).

Within Computational Linguistics, recent years have seen the emer-
gence of Sentiment Analysis, a field that aims to identify and classify
subjective aspects of languages, especially expressions of positive or neg-
ative sentiment (Wiebe et al., 2004; Choi et al., 2006; Shanahan et al., 2006;
Kim and Hovy, 2006). Sentiment analysis uses a variety of linguistic
means such as elaborate thesauri, Part-of-Speech-taggers, lemmatizers,
syntactic parsers, and Statistical Natural Language Processing methods
to assess whether a text contains subjective sentiment and whether that
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sentiment is positive or negative.
This chapter uses Sentiment Analysis techniques to automatically de-

termine the polarity of relations between actors and issues in Dutch po-
litical newspaper articles. Specifically, we use a Machine Learning strat-
egy with a number of lexical features based on an existing Dutch the-
saurus and extracted automatically from a large uncoded corpus, using
syntactic analysis to focus the Machine Learning on the predicate rather
than the whole sentence. We use an earlier manual Semantic Network
Analysis of the Dutch 2006 parliamentary elections (Kleinnijenhuis et al.,
2007a, see section 2.5) to train the Machine Learning model and test the
model at the sentence level. Finally, we validate the usefulness of the me-
thod for answering political research questions by replicating a number
of analyses from the original study, comparing the results derived from
the automatically extracted network with that derived from the manual
coding on the level of analysis (e.g. a week of news about an actor) rather
than the level of sentences.

The contribution of this chapter is threefold: Firstly, we present a
method for automatically determining the polarity of relations between,
and descriptions of, actors and issues in text. This is an important step
in automating Semantic Network Analysis, and allows the automatic ex-
traction of the data needed for many interesting political research ques-
tions. Secondly, we show that existing Sentiment Analysis methods can
be used for extracting data that is relevant for answering political science
questions. The existing Sentiment Analysis literature focuses on the abil-
ity to extract a linguistic phenomenon at the level of sentences, and we
show that this can be used for analysing political phenomena at the level
of political analysis. This serves as a use case and external validation
for Sentiment Analysis techniques, and gives the political analysts an
indication of the utility of these techniques for their research. Finally,
Sentiment Analysis is generally focused on the English language, and
although a number of papers apply these methods to other languages,
this is the first explicit Sentiment Analysis study conducted on Dutch,
showing that the methods developed for English can be translated to
that language.

In the next section, we describe the relational content analysis me-
thod that we want to automate and formulate the tasks that the method
needs to perform. This is followed by a brief summary of the relevant
techniques in Sentiment Analysis, and an explanation of how we used
these techniques to create our method. Subsequently, we present the
performance at the sentence level and give a short analysis of which
techniques performed well. Finally, we conduct the four case studies
mentioned above, analysing the performance of the method at the level
of analysis and showing its usefulness for political research.
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7.2 Polarity in Political Communication

There are different ways in which polarity is important in political com-
munication, having to do with the relations between actors and issues
and their evaluative and performance descriptions. These relations and de-
scriptions surface in a number of political studies. For example, the
polarity of relations between actors, ranging from war to cooperation, is
at the heart of international events research, starting from the seminal
COPDAB-project (COnflict and Peace DAta Bank; Azar, 1980; Schrodt
and Gerner, 1994).1 The polarity of relations between issues, ranging from
negative to positive causation, or from dissociation to association, is the
core of the cognitive map approach (Axelrod, 1976; Dille and Young,
2000). The polarity of relations between actors and issues is used to deter-
mine the issue positions of political actors (Kleinnijenhuis and Pennings,
2001; Laver et al., 2003; Laver and Garry, 2000).2 The polarity of evalu-
ative descriptions or (moral) judgements, such as ‘Republicans are trust-
worthy’ or ‘Unemployment is awful’ is the topic of evaluative text anal-
ysis (Hartman, 2000; Janis and Fadner, 1943; Osgood et al., 1956).3 Perfor-
mance descriptions are statements about real-world developments or attri-
butions of success and failure such as ‘John is gaining in the polls’, ‘Un-
employment is rising.’ Although not always distinguished from eval-
uations, performance descriptions are in fact different from evaluations
since the latter can often be seen as indirect expressions of relations be-
tween actors or issues: if John thinks Republicans are trustworthy, one
can deduce a positive relation between John andRepublicans, while John
stating that the Republicans are winning in the polls has no implication
for his opinion about that party. Although performance descriptions do
not imply judgements, they can have an influence on opinions about the
described or responsible actor. The polarity of the performance descrip-
tions of actors, the attribution of success and failure, constitutes the core
of attribution theory in psychology, and of the bandwagon effect (Lazars-
feld et al., 1944), political momentum (Bartels, 1988) and horse race news
coverage (Iyengar et al., 2003) in political science.4 Performance descrip-
tions of issue developments in the real world have been studied espe-
cially with regard to media reports of economic developments, such as
reports about an increase or a decrease in employment (Hetherington,
1996; Soroka, 2006).

Most of these studies focus on a specific kind of relation or descrip-
tion. In some cases, multiple aspects of relations between actors and is-

1See section 2.2.5 on page 22
2See section 2.2.4 on page 22
3See section 2.2.2 on page 20
4See section 2.2.3 on page 21
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sues need to be considered. Diehl (1992), for example, argues that study-
ing pro-con positions on salient issues can enhance the understanding of
conflict and cooperation between states. Monge and Contractor (2003)
argue for simultaneously testing theories at different levels — actors,
dyadic and triadic patterns, and the whole network — to arrive at a bet-
ter understanding of how these theories complement each other. Seman-
tic Network Analysis, a branch of Content Analysis (Krippendorff, 2004,
p.292), explicitly extracts both the attention for, and the polarity of, re-
lationships between both actors and issues to arrive at a single network
(Popping, 2000; Roberts, 1997; Van Cuilenburg et al., 1986). This yields
content analysis data that are useful for studying a large variety of as-
pects of the coded texts. For example, Kleinnijenhuis et al. (2007b) show
how news about issue positions, news about relations between politi-
cal parties, and news about party performance each exerts a differential
effect on the shift in party preferences during a political campaign.

Extracting the network of positive and negative relationships between
actors and issues can be done manually, either with the text of the unit of
observation, by asking coders what these relationships are after a careful
reading of a text (Azar, 1980), or with the sentence as the unit of ob-
servation, by dissecting each sentence as one or more positive or nega-
tive relations between objects (Osgood et al., 1956; Van Cuilenburg et al.,
1986). These processes are time-consuming and expensive, making it dif-
ficult to obtain large data sets, thereby impeding data-intensive research
such as internationally comparative and longitudinal research. Typically,
concessions are made through analysing only part of the texts, although
such limitations may result in a loss of validity in the case of detailed
research questions (Althaus et al., 2001). This makes it attractive to auto-
mate the extraction of positive and negative relations.

7.3 Task: Classifying NET relations

Given a relation or description expressed in a text, the task of the method
presented in this chapter is to determine whether the relation is positive,
negative, or neutral. Hence, this method is designed to work with the
output produced by the method described in chapter 6. However, since
we have a corpus manually analysed with Semantic Network Analysis,
we can study the polarity separately from the identification of the rela-
tions by using the manually identified relations as input for the method
described in this paper.

We define three different tasks on the basis of the different NET sen-
tence types described in section 2.4. The Relation task is based on the
sentence types that connect actors and issues: conflict, issue positions,
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and issue causality. The Performance task uses the Success/Failure and
(real-world) Developments sentences, which are both indicators of how
well a person or issue is doing. The issue and actor evaluation sentences
are used in the Evaluation task, in which a (moral) judgement is passed
on an actor or issue. More formally, the three tasks are:

RelationGiven two concepts located in a sentence, is their relation posi-
tive (cooperative, supportive), negative (conflictive, critical) or neu-
tral?

Performance Given a concept located in a sentence, is it described as
successful (increasing, winning), failing (decreasing, losing), or nei-
ther?

Evaluation Given a concept located in a sentence, is it evaluated pos-
itively (as good, sincere, beautiful), negatively (as evil, wicked, or
ugly), or neutrally?

7.4 Sentiment Analysis

The work conducted in Sentiment Analysis (Wiebe et al., 2004; Shanahan
et al., 2006) is highly relevant to our task. This field of Computational
Linguistics aims at identifying and classifying subjective language, de-
fined as the “language used to express private states in the context of a
text or conversation” (Wiebe et al., 2004, p.5). This section will survey
some of the techniques used in this field, on which we base the system
described in the next section.

A number of Sentiment Analysis papers try to create lists of subjec-
tive words by starting with a ‘seed set’ of words with a known evalua-
tive value, and then expanding this set. For example, Hatzivassiloglou
and McKeown (1997) use “Adj1 and/but Adj2” patterns on a large cor-
pus to cluster adjectives, assuming that and connects similar adjectives
while but conjoins adjectives with opposite polarity. Hatzivassiloglou
and Wiebe (2000) expand this system by adding gradable adjectives (ad-
jectives that can be modified with a grading adverb such as very) as an
indicator of subjectivity, and test whether these adjectives help in identi-
fying subjectivity at the sentence level. Wiebe (2000) uses distributional
similarity of syntactic relations to further expand this set. Two adjectives
are distributionally similar if they appear in the same contexts, which
in this case means having the same syntactic relations with other words
(Lin, 1998). Wiebe et al. (2004) test various subjectivity clues, including
unique words, N-grams, and distributional similarity, on a number of
data sets. Baroni and Vegnaduzzo (2004) use “A near B” patterns using
an Internet search engine to expand a seed set based on co-occurrence.
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Finally, Riloff andWiebe (2003) learn ‘extraction patterns’ from sentences
containing known subjective words, creating lists of syntactic patterns
such as a specific verb – infinitive or active verb – preposition combinations.

Word lists suffer from the inability to consider the specific context
in which words are used. An alternative approach is to use a Machine
Learning algorithm to discover patterns in large sets of training sen-
tences, whose polarity has been manually annotated. In Machine Learn-
ing, two important choices are the learning algorithm and the charac-
teristics of the text to use as features (or independent variables). For
example, Wilson et al. (2005) use a program called BoosTexter, which
uses decision rules to determine the polarity of words in context. As
features, they use a thesaurus, words from the General Inquirer (Stone
et al., 1962)5, the patterns from Riloff and Wiebe (2003), and a number
of syntactic features such as whether a word is in the subject or object
clause. Breck et al. (2007) identify and classify subjective statements us-
ing a Support Vector Machine using words, the verb categories defined
by Levin (1993), and the word lists derived by Wilson et al. (2005) as in-
put features. Choi et al. (2006) train two different Conditional Random
Field (CRF)models, one for extracting opinions and opinion sources, and
one for determining the relation between the two. This second model is
a zero order CRF (which is equivalent to the Maximum Entropy model
used in this chapter) trained on a number of lexical and syntactic fea-
tures, such as whether the sentence is active or passive, the syntactic
path between the opinion and its possible source, and a number of spe-
cific patterns called ‘syntactic frames’ that can match the grammatical
structure.

These papers all focus on the English langauge. Mihalcea et al. (2007)
try to directly translate subjectivity clues from English to Romanian us-
ing an online dictionary, but this has limited success. Mathieu (2006)
presents and evaluates a computational semantic lexicon of French emo-
tive verbs. The NTCIR Information Retrieval workshop in 2006 had an
opinion extraction task in Chinese and Japanese as well as English (Seki
et al., 2007), leading to a number of papers focussing on these languages
such as Kanamaru et al. (2007) and Xu et al. (2007), who use Machine
Learning methods for subjectivity in Japanese and Chinese texts, respec-
tively. To the knowledge of the authors, no explicit Sentiment Analysis
work has been performed on Dutch, although there is related work such
as an investigation of subjective verbs (Pit, 2003) and work on automati-
cally expanding lexical resources (Tjong Kim Sang and Hofmann, 2007).

5See section 2.6 on page 35
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7.5 Method

The method described in this chapter will use a Machine Learning ap-
proach similar to the work discussed above (e.g. Wilson et al., 2005; Choi
et al., 2006; Breck et al., 2007). In section 7.3, we defined three polarity
classification tasks: classifying relations, classifying performance descrip-
tions, and classifying evaluative descriptions. For each of these tasks we
train and test a Maximum Entropy model (Berger et al., 1996), based
on lexical and syntactic features. Maximum Entropy models are log-
linear models built to maximise the entropy in the model within the con-
straints set by the training data that have been used successfully for a
number of Natural Language Processing tasks (e.g. Abney, 1997; Ratna-
parkhi, 1998), including the work by Choi et al. (2006) described above.
Nonetheless, other Machine Learning methods such as Support Vector
Machines or higher order Conditional Random Fields could have been
used as well, and it would be interesting to test whether higher perfor-
mance can be attained with other methods.

In Machine Learning, the learning algorithm is presented with a set
of cases together with their actual class (the polarity according to the
manual analysis). From these cases, called the training data, the learning
algorithm creates a model of the relation between characteristics of the
input data and the class. This model is subsequently tested on the test
data: a set of cases not used in training with the actual class hidden from
the model. Comparing the class assigned by the model with the actual
class gives an indication of the performance of the model. The remainder
of this section describes which features (characteristics of the input data)
are considered, the strategy for collecting these features from the text, the
procedure and measures used to test performance, and the corpus that
is used for training and testing.

7.5.1 Features

An important choice in using Machine Learning models such as Max-
imum Entropy is which characteristics of the text, called features, are
given as input to the model. Since the model can only use information
contained in these features, the choice of features strongly influences the
performance of the model. Model features are similar to the indepen-
dent variables in the statistical modelling such as regression analysis,
but the focus of Machine Learning is on finding the best model, not on
understanding the underlying phenomenon. Consequently, the value of
the parameters attached to the features are generally not of interest and
Machine Learning models can have very large numbers of features.

Below, we list the features that are used in our model. The first two
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feature groups are based on the output of linguistic preprocessing of the
text, such as lemmatizing and parsing. A problem with such features is
the data scarcity problem: it is quite likely that a word used for expressing
polarity has not been encountered in the training data. To overcome this
problem, we included lexical information to group words with similar
meaning together: the third feature group is based on existing lexical
information in the form of a thesaurus, while the last three feature groups
are based on finding clusters of similar words in a reference corpus that
has not been manually analysed. In each of the descriptions below, the
feature set representing the example description ‘the young senator’ will
be used to illustrate the discussed features.

Lexical and POS Features

Similar to Choi et al. (2006), we use the frequencies of lemmata and Part
Of Speech (POS) tags as reported by the Alpino parser as features (Van
Noord, 2006)6. For the example description, this would yield {lemma:the,
lemma:young, lemma:senator, pos:Determiner, pos:Adjective, pos:Noun}

Syntactic and Surface bigrams

We use all adjacent lemma pairs in the selected part of the sentence
as features. Moreover, we include the syntactic dependency relations
between words reported by Alpino (Van Noord, 2006) as features: in
a sentence like ‘John trusts Republicans,’ John is the subject of trusts
and Republicans are the object of trusts, yielding the dependency rela-
tions John-subject-trust and Republicans-object-trust. In the example de-
scription ‘The young senator’, this surface and syntactic bigrams are {bi-
gram:the_young, bigram:young_senator, dependency: the-determiner-
senator, dependency:young-modifier-senator}

Brouwers thesaurus

Brouwers (1989) thesaurus is a manually created general-purpose Dutch
thesaurus, comparable with Roget’s Thesaurus for English (Kirkpatrick,
1998).7 We look up all lemmata in the thesaurus, and use the resulting
categories as features. For example, the word ‘young’ falls into Brouw-
ers’ category age and incompetent, and ‘senator’ is categorised as authority
yielding the features set {brouwers:age, brouwers:incompetent, brouw-
ers:authority} for the example description.

6See section 3.2 on page 43
7See section 3.3 on page 48
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Mutual Information on an uncoded Corpus

The intuition behind co-occurrence based methods such as mutual in-
formation is that words that frequently occur together probably have
similar meanings. For this feature, we create clusters of words based on
pointwise mutual information on an uncoded corpus similar to the work
by Grefenstette et al. (2006) and Baroni and Vegnaduzzo (2004). Specifi-
cally, for each pair of words belonging to the same category (noun, verb,
adjective/adverb), we determined the number of documents containing
either or both terms, and calculate the mutual information as the log
of the intersection divided by the product of the individual document
counts. We then transform this to a distance metric by subtracting from
the theoretical maximum log(|D|), yielding:

distMI(w1,w2) = log(|D|)− log
(
|D| · |Dw1 ∩Dw2|

|Dw1| · |Dw2|

)

= log
(
|Dw1| · |Dw2|

|Dw1 ∩ Dw2|

)
(7.1)

Using this distancemetric, we created 500word clusters using a K-means
clustering algorithm, and used each of these clusters as a feature. In the
example description, suppose ‘young’ is contained in cluster 131 and
‘senator’ is in cluster 265, we would get the feature set {mutual:131, mu-
tual:265}.

Distributional Similarity based on Syntax Trees

Whereas co-occurrence is based on two words appearing in the same
document, distributional methods are based on two words appearing in
similar contexts. Following Lin (1998) and Wiebe (2000), we constructed
a classification using the distributional similarity of the syntactic rela-
tions entered into by adjectives. In particular, we computed the distance
between pairs of adjectives based on the cosine of the relationship fre-
quency vectors for each adjective. Similar to the mutual information fea-
ture, we used this distance to create 500 clusters that are used as features.

distDS(w1,w2) =
∑r∈relations f r(w1, r) · f r(w2, r)√

∑r f r(w1, r)2 ·∑r f r(w2, r)2
(7.2)

(where relations is the set of all (syntactic relation, object) pairs, and
f r(w, r) is the frequency with which w is the subject of the relation r)
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Conjunction patterns on an uncoded corpus

A problemwith using distributional methods for determining polarity is
that antonyms often occur in similar contexts. Similarly, subjective texts
often contain a large number of both positive and negative words, mak-
ing co-occurrence based methods difficult. Hatzivassiloglou and McK-
eown (1997) explicitly look for words with the same polarity in an un-
coded corpus by looking for conjunctions of adjectives using ‘and’ or
‘but’, relying on the fact that words of different polarity cannot be con-
joined by ‘and’ (*a corrupt and legitimate regime) and vice versa for ‘but’.
We applied this to a corpus of uncoded text, looking for “.. en ..” (and)
and “.. maar ..” (but) for all pairs of adjectives and verbs. From this we
compute a distance metric as follows:

distCP(w1,w2) =
1

1+ e
1
10 ·(|w1enw2|−|w1maarw2|)

(7.3)

7.5.2 Strategies for Feature Collection

The features described in the previous section are all collected fromwords
and word pairs in the text containing the relation or description to be
classified. Since a sentence can containmultiple relations or descriptions,
it might be better to collect features only from the part of the sentence
containing the relation or description rather than the whole sentence.
This section describes three strategies to focus the feature collection on
the relevant part of the sentence.

Strategy 1: Sentence The first strategy simply collects features from the
whole sentence, functioning as a baseline.

Strategy 2: Predicate In the second strategy, feature collection is restricted
to the predicate expressing the relation or description. For the rela-
tion task, we define the predicate as being all nodes on the direct
path between the subject and object in the dependency tree, and
all modifiers and related verbs of these nodes. For the performance
and evaluation tasks, the predicate comprises all nodes directly con-
nected to the target node, and all modifiers of these nodes. As an
example, consider the fictive sentence “De jonge senator lanceerde
een persoonlijke aanval op de premier” (The young senator launched a
personal attack on the PrimeMinister), of which the dependency graph
produced by Alpino (Van Noord, 2006) is given in figure 7.1. ‘Sena-
tor’ and ‘premier’ (PrimeMinister) are identified as actors by the pre-
processing (in this case the manual coding). To determine the predi-
cate expressing the relation between these actors, we take the short-



128 Chapter 7: Determining valence using Sentiment Analysis

est path between them through the dependency graph: ‘lanceer aan-
val op’ (launch attack on). Subsequently, this set ofwords is expanded
by adding all their modifiers and auxiliary verbs, yielding “lanceer
een persoonlijke aanval op” (launch a personal attack on). For the eval-
uation or performance description of the first concept, senator, we
first select all direct parents and children: “lanceer jong de” (launch
young the). This set is then expanded with all modifiers of these
words, in this case none.

Strategy 3: Combination The third strategy is a combination of the other
two strategies. It creates two distinct sets of features: one for the
predicate and one for the remainder of the sentence. For example,
the combination strategy applied to the performance description of
senator in figure 7.1 would have separate features for ‘lemma young
inside predicate,’ which would have value one, and ‘lemma young
outside predicate,’ which would be zero. The lemma ‘personal,’
which is excluded in the predicate strategy, is included in the ‘out
of predicate’ set in this strategy. This gives the Machine Learning
algorithm access to the part of the sentence outside the predicate
while still allowing the model to focus on the features in the predi-
cate, for example by giving a higher weight to specific words in the
grammatical context of the evaluation, performance description or
relation.

lanceer
(verb)
launch

senator
(noun)
senator

aanval
(noun)
attack

jong
(adjective)
young

de
(determiner)

the

persoonlijk
(adjective)
personal

een
(determiner)

a

op
(preposition)

on

premier
(noun)

Prime Minister

de
(determiner)

the

su obj1

mod
det

mod
det

mod

obj1

det

De jonge senator lanceerde een persoonlijke
aanval op de premier

The young senator launched a personal
attack on the Prime Minister

Figure 7.1: Grammatical analysis of example sentence
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7.5.3 The Corpus

The main corpus used in the chapter consists of the manual Semantic
Network Analysis of the coverage of the Dutch parliamentary election
campaign of 2006 described in section 2.5. Unfortunately, although the
relations in the manual analysis were connected to a specific sentence,
they did not specify which words in a sentence represent the concepts
used in the coding. In order to extract features from a relation or de-
scription, we need to know which words represent the used concept(s).
Therefore, we used only the concepts where we could find a word in the
sentence that matched the label of the concept. The precision8 of this
matching is high, a manual evaluation of a small sample (N=61) indi-
cates a precision of 97%. Unfortunately, the recall is low (59% on the
same sample), especially since many different words can be used to re-
fer to the same issue (recall on political actors was 77%, while on issues
and other actors it was 51%). As a result of this limitation, our actual
corpus consists of 5,348 out of 16,455 relations where both subject and
object could be matched, and 3,025 (out of 5,816) performance descrip-
tions and 2,316 (out of 4,722) evaluations where the described concept
could be matched Although this is a small sample, we have no reason to
assume that it is biased except for the fact that actors will be overrepre-
sented. Hence, we expect the results on this sample to generalise fairly
well.

In the coding instructions for the manual analysis, coders were told
to omit neutral relations, so the corpus does not contain explicit neu-
tral cases. Since it is important that the method can distinguish between
neutral and polarised statements, we created these statements from the
polarised statements as follows: For the relation task, we added a neu-
tral relation between every pair of identified concepts between which
no relationship was coded. For the performance and evaluation tasks, we
added a neutral statement for a random subset of concepts that were not
coded with a performance or evaluation. This resulted in 3,359, 3,292,
and 3,466 neutral statements for the relations, performance descriptions,
and evaluative descriptions, respectively.

Reference Corpora

In addition to this coded corpus, we use two reference corpora as sources
of uncoded material for the last three features described above. The first
reference corpus consists of the fully parsed sentences of the non-lead
paragraphs of the 2006 election corpus, which were not manually anal-
ysed. This corpus is used for the Distributional Similarity feature.

8See section 3.4 on page 49
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In order to use the Mutual Information and Conjunction Patterns fea-
tures described above, we also use an unparsed, uncoded reference cor-
pus. This corpus consists of articles from the Dutch elections in 1994,
1998, 2002, and 2003 (600,000 articles), a broad range of articles on gov-
ernment policy and media exposure in 2003 and 2004 (1.4 million arti-
cles), a stratified sample of all news in 2006 and 2007 (60,000 articles),
and the news surrounding two recent events (the referendum campaign
for the European Constitution and the news on two anti-immigration
populists, Geert Wilders and Rita Verdonk; 63,000 articles). In total, this
corpus consists of around 750 million words in 2 million articles.

7.6 Results

Table 7.1 lists the performance of the models trained for each of the three
tasks defined in the Task section. The Full model row gives the F1 Score of
the model using all features described above and using the best strategy
for that task. As will be shown below, for the relation task this was the
combination strategy, while surprisingly the sentence strategy was best for
the evaluation and performance tasks. Apparently, the predicate defi-
nition for descriptions does not contain the relevant information for de-
termining the sentiment. For comparison, the performance of two base-
line models is also given. The Guess baseline is the performance attained
by blindly guessing each category with a chance proportional to its fre-
quency in the whole corpus. The Lemma baseline is a more severe base-
line, consisting of a Maximum Entropy model trained using only the
lemma frequencies in the whole sentence as features. Precision and recall
were very close to the F1 Score and to each other for each of the results
presented in this section, so to avoid redundancy they are not reported.

The full model improves on both baseline models for each task, per-
forming between .09 and .025 better than the Lemma baseline. Although
this improvement is not very high, it is highly significant according to a

Table 7.1: Performance of the full model and baselines (F1 Scores)

Model Relation Performance Evaluation

Guess baseline 0.114 0.134 0.154
Lemma baseline 0.541 0.534 0.534
Full model 0.631∗∗∗ 0.559∗∗∗ 0.580∗∗∗

N 8,681 5,988 5,773

∗∗∗Significantly better than ‘Lemma’ baseline at p<0.001 (t-test on 20 folds)
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t-test on difference of means. Total performance on the Relation task is
0.631, which is comparable to the results reported byWilson et al. (2005):
they report an average F1 Score of .728 on identifying whether a rela-
tion is polarised, and .628 on classifying the resulting relation (ignoring
their extra category of sentences that contain both positive and negative
polarity).

7.6.1 Feature Contributions

As stated in section 7.5, we use three different strategies for collecting
features from the sentences: the sentence, predicate, and combination strat-
egy. In order to test which of these strategies performed best for each
task, we calculated the performance of the model using all features from
the three different strategies. The top three rows in table 7.2 presents
the results of this comparison. For each task, the F1 Score of the best
performing strategy is set in boldface, and for the other strategies the
performance is listed along with the significance of the difference from
the best model. For the relation task, the model using separate features
for the predicate and the remainder of the sentence is significantly and
substantially better than using the whole sentence. This indicates that
the syntactic analysis is useful to determine the predicate that expresses
the relationship using this information. Looking at the performance and
evaluation statements, the model using the whole sentence is the best
model. For performance statements, this difference is not significant
with respect to the ‘combined’ model, while for the evaluation state-
ments both differences are significant. From this, we conclude that our
definition of the predicate for these descriptive statements is probably
suboptimal, so improving this definition can be beneficial for the classi-
fication of the descriptive statements.

The lower part of table 7.2 lists the contribution of the different fea-
ture sets to the full classifier. For each feature, we have calculated the
performance decrease if we leave that feature out, and list this difference
and the significance of this difference. This is a rather strict test because
of the overlap between the different features, so the individual scores are
quite low.

The first five features do not paint a very clear picture. For the relation
task, the individual lemmata can be left out without decreasing perfor-
mance, indicating that the information in the lemmata is captured in the
other features. For the other tasks, however, the lemmata are the largest
contributors. The reverse holds for the Part-of-Speech and surface bi-
gram features: for the relation task they are the strongest contributors,
while for the other tasks they contribute less or not at all. Interestingly,
Brouwer’s thesaurus works well for the performance and evaluation tasks,
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Table 7.2: Performance of strategies and features (F1 Scores)

Strategy Relation Performance Evaluation

Sentence 0.562∗∗∗ 0.559 0.580
Predicate 0.603∗∗∗ 0.521∗∗∗ 0.479∗∗∗

Combined 0.631 (0.556) 0.546∗∗∗

Feature Relation Performance Evaluation

Lemmata (0.003) 0.016∗∗∗ 0.016∗∗∗

POS 0.022∗∗∗ (−0.004) 0.010∗∗

Bigram 0.015∗∗∗ 0.009∗ (−0.003)
Dependency 0.012∗∗∗ (0.007) 0.006∗

Thesaurus (−0.003) 0.016∗∗∗ 0.011∗∗∗

Distr. Sim. (Adjectives) (0.004) (−0.007) (0.000)
Distr. Sim. (Nominals) 0.007∗∗ (−0.004) (−0.006)
Distr. Sim. (Verbs) 0.007∗ (0.006) (0.001)
Mutual Information 0.014∗∗∗ −0.010∗ (−0.002)
Conjunction Patterns 0.012∗∗∗ (−0.007) 0.006∗

N 8,681 5,988 5,773
The best model is set in boldface in the strategy rows. Cells in the features rows
indicate performance degradation when leaving that feature out. Significance of
differences based on t-test with 20 folds.
∗∗∗Significant at p<0.001 level; ∗∗Significant at p<.01 level; ∗Significant at p<.05
level; (..) not significant

but does not contribute significantly to the relation task. Looking at the
last five features, which are all based on word similarities using the un-
coded corpus, we see that for the relation task all features contributed
significantly. The largest gain came from the simplest method, the mu-
tual information based on proximity queries, and the conjunction pat-
terns also scored well. For the distributional similarity features, which
are specified per Part Of Speech, we can see that the contribution of the
adjectives is barely significant, while the contributions of the verbs and
nouns are highly significant. This is not surprising, since relationships
between concepts will often be expressed using verb phrases and noun-
verb combinations such as “give support” or “pick a fight”. It does un-
derscore that the traditional focus on adjectives in Sentiment Analysis
might not be suited for determining the polarity of relations. For the de-
scriptive tasks, the clustering methods perform worse: for evaluations
only the conjunction patterns improve significantly, while for the perfor-
mance task the mutual information even decreases performance signifi-
cantly.
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Table 7.3: Performance of the model on the different classes (F1 Scores)

Class Relation Performance Evaluation

Negative 0.818 0.466 0.591
Neutral 0.697 0.759 0.776
Positive 0.576 0.473 0.362

N 8,681 5,988 5,773

7.6.2 Error analysis

In order to improve the performance of the model, it is interesting to
see whether we can detect patterns in the errors made by the model.
Table 7.3 lists the performance of the model on each target class. This
paints an interesting picture: for the relation task, the conflicts or nega-
tive issue positions are easier to detect than the neutral or positive ones.
Possibly, the language in which criticism is expressed is less ambiguous
than that in which positive sentiments are expressed. For the performance
and evaluation tasks, the picture is different: the performance on the neu-
tral category is much higher than that on the other categories. Appar-
ently, detecting sentiment in these descriptions is easier than classifying
the sentiment. Worst performance was attained on positive evaluations,
which is probably due to the low frequency of these statements (11%, see
table 7.4 below).

Table 7.4 lists the confusion matrix per task in table percentages. Each
cell contains the percentage of cases that belonged to a certain class ac-
cording to the manual coding and were assigned a certain class by the
model. The bottom row and last column for each task show the total per-

Table 7.4: Confusion matrix per task (table percentages)

Model

Relation Performance Evaluation
Manual − ± + Σ − ± + Σ − ± + Σ

− Negative 18 6 6 30 10 8 5 23 15 12 2 29
± Neutral 6 29 7 42 6 43 5 55 9 49 2 61
+ Positive 5 7 17 29 5 8 10 22 3 5 3 11
Σ Total 29 42 29 100 21 59 20 100 27 66 7 100
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centage of cases assigned to a class according to the model and according
tomanual coding, respectively. For example, the first data column shows
that 29% of all cases in the relation task were assigned the ‘negative’ class
by the model, out of which 18%were also assigned that class by the man-
ual coding. The remaining 11% were divided over classes assigned the
neutral (6%) and positive (5%) class by the manual coding. This table
shows that there is no systematic bias in the errors made by the model:
the marginal distributions of the predicted classes are very similar to the
marginal distributions of the actual classes. Moreover, for every task and
target class, the mistakes seem divided over the other classes according
to the marginal distribution.

Finally, table 7.5 lists the performance of the model for each statement
type, following the NET statement types described in section 2.4 with an
additional distinction between political actors (ministers, parliamentar-
ians) and other actors (such as citizens and pressure groups). In each
task, the performance on statements involving political actors is highest
followed by the performance on issues; performance on other actors is
worst. Possibly, the language used in these cases is simply less explicit
or more diverse, but it is also possible that it is an effect of the higher
frequency of political actors, caused in part by the overrepresentation of
actors due to the label matching problem described in the section 7.5.3.
This suggests that it could be interesting to either train separate models
for the different actor types, or use features to allow the model to distin-
guish between them.

Table 7.5: Performance on different statement types

Task Statement type N F1 Score

Relations Conflict (politicians) 3,420 0.680
Conflict (other actors) 2,258 0.592
Issue positions (polticians) 1,276 0.552
Issue positions (other actors) 836 0.477
Issue causality 627 0.544
Other 264 0.526

Performance Success / Failure (politicians) 2,962 0.581
Success / Failure (other actors) 608 0.467
Real world developments (issues) 2,416 0.554

Evaluation Evaluation of politicians 3,179 0.577
Evaluation of other actors 1,227 0.523
Evaluation of issues 1,366 0.524
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7.7 Validation

In the previous section, we calculated the performance of our method by
comparing the outcome from the trained model with the manual cod-
ings at the level of measurement. For political analysis, a much more
important question than how well it performs on individual sentences,
however, is how well it answers the questions it was designed for (cf.
Krippendorff, 2004, p.243): measuring how actors and issues are framed
and portrayed. Since the precise answer depends on the (political) re-
search question, we will take a number of analyses performed previously
on the Dutch 2006 campaign data (Kleinnijenhuis et al., 2007a), and test
howwell the results of these analyses based on the outcome of the model
match the results based on manual analysis. Specifically, we will look at
the overall tone of the news during the campaign, the issue positions
taken by political parties, the patterns of conflict and support between
parties in different periods, and whether newspapers differ in their attri-
bution of success to the different parties.

7.7.1 Overall tone of the news

It is often claimed that news is becoming more negative, especially dur-
ing campaigns (Patterson, 1993). In that light, it is interesting to look at
the tone of the news operationalized as the average polarity of all state-
ments. Figure 7.2 shows the graphs of the tone of the news for three
news types: evaluations, issue positions, and conflict. For each graph,
the two lines represent the results computed on the basis of the manual
codings and on the output of the model.

In the topmost graph we can see that direct evaluations becomemore
negative very slowly after the second week, going from -0.11 to -0.16.
The issue positions also become less positive over time, meandering from
around .3 in the first weeks to .1 in the last. Interestingly, the conflict
news, defined as all relations between actors, seems to become more
positive, going from -0.25 to around neutral. This is probably because
the beginning of the campaign was characterized by a strong clash be-
tween the leaders of the PvdA (Social Democrats) and CDA (Christian
Democrats), while in the last weeks there was a détente between the left-
wing parties (see section 2.5 for a brief description of the 2006 elections).
The lines of the manual coding and the model output follow each other
very closely. In fact, the two are correlated with a coefficient of .9, albeit
based on only three scores for 17 weeks (N=51). From this we can con-
clude that the current model is certainly capable of finding patterns in
the overall tone of the news.
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Figure 7.2: The overall tone of the news according to the manual coding
and system output

7.7.2 Issue positions

Another aspect of political campaigns is the issue positions taken by dif-
ferent actors. There are a number of theories that predict a relation be-
tween (perceived) issue positions and voting behavior, such as Direc-
tional Voting (Rabinowitz and MacDonald, 1989) and Spatial/Proximity
Voting (Westholm, 1997). This section analyzes party issue positions,
replicating table 4.2 in Kleinnijenhuis et al. (2007a, p.75), although the
actual results may differ since this is based on the smaller selection of
matched sentences as described in the Corpus section.

Table 7.6 shows the average issue position of three parties on three
issue categories, Leftist Issues (such as job security, welfare), Rightist
Issues (such as taxation, defense), and Administrative Reforms (such
as the referendum and elected mayor). For each issue category, three
columns are given: the number of issue statements from the party on that
issue, and the average polarity according to the manual analysis and ac-
cording to the model. On the left hand side of the table, we see that the
PvdA (Social Democrats) are in favor of leftist issues while the conser-
vative VVD are against, with the CDA (Christian Democrats) taking the
middle ground. Looking at rightist issues, the reverse happens: the VVD
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Table 7.6: Issue positions on a number of issues (-1..1)

Leftist Rightist Reforms

Party N Man. Model N Man. Model N Man. Model

PvdA 71 0.3 0.3 37 -0.1 0.0 4 0.8 0.5
CDA 72 0.2 0.1 111 0.3 0.2 23 0.3 0.5
VVD 56 -0.1 0.1 101 0.1 0.3 34 -0.1 0.1

Example: There were 72 statements in which the CDA took a position on leftist
issues; according to the manual analysis, the CDAwas somewhat positive (+0.2),
while according to the model output this is only +0.1.

is in favor and the PvdA against. There is a discrepancy here between
the manual coding and the model: according to the manual coding, the
CDA is slightly more rightist than the VVD, while the model places the
VVD to the right of the CDA.

On the last issue presented here, Administrative Reforms, the PvdA
is strongly in favor according to the manual coding while the more con-
servative CDA and VVD are slightly above and below zero. According
to the model, however, the CDA is also quite positive, placing them side
by side with the PvdA. An important example of a reform issue during
the election was whether to hold a referendum on the new EU constitu-
tional treaty, of which the PvdA was in favor. The greater divergence on
this issue between manual coding and model output is probably due to
the lower number of statements on which this is based, allowing for less
room for individual errors.

Comparing the manual coding and our model, we see that they di-
verge, although they are generally in the same range. This is confirmed
by a correlation analysis on the full selection of 7 parties and 14 issues,
which shows a weighted correlation coefficient of 0.72 (N=98). Generally
speaking, the results of the model will be similar to the results based on
manual coding, but there will be small errors if one looks at the details,
especially for the parties and issues receiving little attention; this latter
point is reflected in the fact that the correlation coefficient that is not
weighted for frequency is only 0.58. If we were to trace the development
of issue positions over time, for example per week, the weighted and
unweighted correlations also drop, to 0.58 and 0.54, respectively. Thus,
in general the model is good enough to answer questions on party issue
positions, but it performs less well on smaller parties and issues or for
smaller time periods.
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7.7.3 Political Conflict

An interesting part of campaigns in multi-party systems is the pattern of
support and criticism between the parties, as the various parties balance
discrediting and ignoring the other parties while also keeping possible
future coalitions in mind. Here, we shall replicate the analyses presented
graphically in figures 5.1-5.3 of (Kleinnijenhuis et al., 2007a, p.84-89),
which show the network of party relations for three periods.

Table 7.7 shows a sample of this network based on the manual cod-
ings and output of the model. Each row represents the relation between
two specific parties. For each relation, the number of statements (N) and
average polarity according to the manual coding and according to the
model is given for three time periods. The top two rows show the mu-
tual relations between the CDA and PvdA, which were seen as the main
contestants for becoming the largest party and had strong negative rela-
tions during the whole period. The third row shows the internal support
and criticism within the PvdA. In the first period, the PvdA has internal
problems after forcing two Turkish candidates to withdraw because they
refuse to acknowledge the Armenian genocide. According to the man-
ual codings, they continue to have some internal problems, although the
model actually measures a moderate positive internal relation in the sec-
ond period. The bottom rows show the relation between the PvdA and
more extreme Socialist Party. The PvdA completely ignores the SP in the
beginning while there is some sharp but low-frequency criticism during
the second period. In the last period, relations turn positive, although
the model measures it as being slightly less positive than the manual
coding.

If we compare the full network based on the manual coding and out-

Table 7.7: Support and criticism in three periods (from -1 .. +1)

1 Sept - 15 Oct 16 Oct - 13 Nov 14 Nov - 22 Nov

Subject Object N Man. Mod. N Man. Mod. N Man. Mod.

CDA PvdA 65 -0.6 -0.6 79 -0.8 -0.5 23 -0.8 -0.7
PvdA CDA 78 -0.8 -0.6 70 -0.6 -0.5 34 -0.7 -0.4
PvdA PvdA 47 -0.2 -0.3 25 -0.1 0.6 7 -0.1 0.2
PvdA SP 0 - - 10 -0.7 0.3 17 0.6 0.4
SP PvdA 3 -0.3 -0.3 3 -1.0 -1.0 7 0.7 0.4

Example: In the second period there are 79 statements in which the CDA ex-
presses an opinion about the PvdA. According to the manual analysis, this opin-
ion was strongly negative (-0.8), while according to the system output this was
slightly less so (-0.5).
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put of the model for these three periods, we find a weighted correlation
of 0.77 (N=21), which is certainly acceptable. If we do this comparison
per week rather than in three periods, this drops to 0.66 (N=119). From
this we conclude that the performance of the model is certainly good
enough to analyze party relations over fairly large time spans, and prob-
ably good enough for more detailed analysis.

7.7.4 Party Performance and Newspaper Preferences

During campaigns, a significant portion of the news is always devoted to
the horse race: who is winning in the polls, whowon the last debate, who
has the best chances of becoming Prime Minister? Because of the band-
wagon effect (Lazarsfeld et al., 1944), to be portrayed as being successful
is often a self-fulfilling prophecy (Bartels, 1988). Hence, it is interesting to
investigate which newspapers portray which parties as being successful
or failing. This replicates the analysis presented in Kleinnijenhuis et al.
(2007a, table 6.4 p. 104).

Table 7.8 shows the performance of the main parties according to
three newspapers. According to the manual codings, de Volkskrant, a
left-wing quality newspaper, portrays the CDA and PvdA as somewhat
successful and neutral, respectively, while the model classifies in the re-
verse order. According to manual coding and the model, the VVD is
depicted as failing. The popular conservative newspaper De Telegraaf
portrays the CDA as being fairly successful and the PvdA as failing. The
model completely misses this, portraying the CDA as neutral and the
PvdA as successful. The left-wing confessional newspaper Trouw also
portrays the PvdA as failing, but is also negative about the performance
of the other parties. The model measures a less extreme failing for PvdA,
and a slight success for the VVD.

It seems from this table that the performance of the model on this case

Table 7.8: Performance of themain parties according to three newspapers

de Volkskrant De Telegraaf Trouw

Party N Man. Model N Man. Model N Man. Model

CDA 91 0.2 0.0 82 0.3 0.0 81 -0.2 -0.2
PvdA 82 0.0 0.2 40 -0.5 0.2 34 -0.6 -0.2
VVD 79 -0.2 -0.3 67 -0.1 0.0 50 -0.3 0.1

Example: De Volkskrant contained 91 evaluative statements about the CDA. Ac-
cording to the manual analysis, these statements were on average slightly posi-
tive (+0.2), while according to the system output they were neutral (0.0).
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is worse than for the other use cases, which is confirmed by a correlation
coefficient of only .46. The most likely explanation for the difficulty the
model has with this task is that the classifier for Performance statements
was the weakest. This underscores the importance of optimizing the
used classifier, even if performance on higher levels of aggregation can
be higher than on the sentence level.

7.7.5 F1 Score and usefulness

Themain conclusion of the results section is that the full model improved
significantly over the simpler lemma baseline model, but left room for im-
provement. An interesting question is whether the .03 to .07 increase in
F1 Score gained by adding all the features of the full model translates into
a better answer to the political research questions. To answer this ques-
tion, we have calculated the same correlations as presented above using
the output of the lemma baseline (see section 7.6 above). The results of
this comparison are presented in table 7.9. For each of the subsections in
this section, we list the correlations as reported above and the analogous
correlation achieved using the baseline model.

For the tone of the news, the full model outperforms the lemma base-
line but both score >0.9. For the analyses of issue positions and political
conflict, the performance of the baseline is substantially lower, and for
the more coarse-grained analyses the correlation drops from a very ac-
ceptable 0.72 and 0.77 to a meagre 0.52 and 0.59. Interestingly, the base-
line model actually outperforms the full model on classifying the success
of parties per newspaper, although the performance of the full model on
that use case was already fairly poor. These results show two things:
firstly, that the full model presented here is an improvement over the
Lemma baseline model even if compared on a higher level of analysis.
Secondly, and more importantly, it shows that a relatively modest in-

Table 7.9: Correlations with gold standard of full model and baseline

§ Analysis Full model Lemma Baseline

6.1 Tone of the news 0.933 0.907
6.2 Issue positions (whole period) 0.718 0.516

Issue positions (per week) 0.575 0.423
6.3 Political conflict (per period) 0.774 0.591

Political conflict (per week) 0.656 0.527
6.4 Party performance per newspaper 0.460 0.603
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crease in F1 Score of .07 can lead to increases in correlation of 20 percent-
age points on a higher level of aggregation and can make the difference
between being good and being not quite good enough.

7.8 Conclusion

This chapter presented a method that automates an important step in
Semantic Network Analysis: the determination of the polarity of rela-
tions and descriptions, that is, whether those relations and descriptions
are positive or negative. We analyzed three types of statements: rela-
tions between actors and issues; evaluations of actors and issues; and
performance descriptions of actors and issues. Using techniques from
Sentiment Analysis, we trained a Machine Learning model using a num-
ber of lexical features, and using syntactic analysis to focus the model on
the specific relation or description rather than the whole sentence. The
model was trained and tested on a manual Semantic Network Analysis
of the Dutch 2006 parliamentary elections (Kleinnijenhuis et al., 2007a).

The direct comparison of the automatic analysis with themanual cod-
ings on the level of sentences showed that the method can reproduce
these codings reasonably well, and significantly better than a baseline
model based on only the lemma frequencies. The syntactic analysis im-
proved the classification of relations but does not improve the classifica-
tion of evaluations and performance descriptions.

In order to show that the method is useful for political research, we
compared the automatic analysis with the manual Semantic Network
Analysis at the level of analysis of politically interesting phenomena.
This was performed for four different use cases taken directly from the
original election study. We found that the method can immediately be
used for determining the overall tone of the news, overall issue positions,
and party conflict patterns in the periods used in the original analysis.
For determining party performance according to the different newspa-
pers, and for analyzing issue positions and conflict patterns in smaller
periods, the performance of the method was lower, due to the under-
lying model performance and the high granularity (the low number of
statements within one unit of analysis). These tests showed that it is
important to validate automatic content analysis methods on the actual
task to be performed rather than relying on sentence-level performance.
Moreover, we showed that a modest increase in F1 Score at the level of
measurement can lead to substantially better performance at a higher
level of analysis.

To further improve the method, we analyzed the errors made by the
method and suggest a number of ways to alleviate these. First, we can
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increase the size of our training corpus by resolving the matching prob-
lems described above and by combining the corpus with other existing
manually analyzed corpora, such as the other Dutch election campaigns,
which have been analyzed using the same method since 1994. Second,
the methods used to create clusters of similar words based on the refer-
ence corpus did not perform as well as we had hoped. Using a ‘seed set’
of words that are good indicators of polarity, we can create these clus-
ters in a more focused manner, hopefully leading to better performance.
Finally, since using the syntactic analysis to determine the predicate im-
proved performance for the relations but not for the descriptions, we can
probably improve performance by modifying which part of the sentence
is contained in the predicate for the descriptions.

Although the performance of the method presented here leaves room
for improvement, this chapter presents two meaningful contributions.
First, this is the first study that applies Sentiment Analysis techniques to
the Dutch language, showing that the techniques for English also work
for Dutch and providing a baseline and infrastructure for future Dutch
Sentiment Analysis research. Second, by duplicating a number of anal-
yses from an existing election study, we provide external validation of
the Sentiment Analysis techniques used, and give the Political Scientist
insight into how well these techniques really perform at answering his
or her research question.

Taken together, chapters 5 – 7 present the technical foundations for au-
tomating Semantic Network Analysis: chapter 5 shows how simple asso-
ciative relations can be extracted and interpreted; chapter 6 uses syntax
to differentiate between source, subject, and object, enriching the rela-
tions with directionality. This chapter further enriches the relations with
valence or polarity, creating a directed and signed network between con-
cepts. Each of these chapters shows how the increasingly complex net-
work can be used to answer substantive communication research ques-
tions, and chapters 6 and 7 also test the performance of the method, both
on the level of measurement and the level of analysis. This gives us con-
fidence that the techniques are reliable, valid, and relevant.
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CHAPTER 8

Using RDF to store Semantic Network Data

‘Ayaan Hirsi Ali switches to the liberals; Who’s next?’
(Wie volgt Ayaan Hirsi Ali naar de liberalen?; de Volkskrant, November 18, 2002)

‘One day a socialist, the next day a liberal, it has happened before’
(De ene dag socialist, de andere dag liberaal, ’t is meer vertoond; Dagblad Rivierenland, November 2, 2002)

To efficiently analyse Semantic Network data and combine different data
sets requires formalising both the actual Semantic Network data and
the background knowledge that connects the concrete objects in the text
to more abstract objects used in research questions. This background
knowledge is characterised by political roles that change over time and
different categorisations needed by different research questions. This
chapter shows how RDF can be used to formalise the media data and
background knowledge.

This chapter is an expanded version of:
Wouter van Atteveldt, Stefan Schlobach, and Frank van Harmelen, Media,
Politics, and the Semantic Web: An experience report in advanced RDF
usage, In: E. Franconi, M. Kifer, and W. May (Eds.): ESWC 2007, LNCS
4519, pp. 205-219, Berlin: Springer
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8.1 Introduction

An essential feature of Semantic Network Analysis is the separation of
extraction and querying. In the extraction phase, whether conducted
manually or automatically, a network is created that links concrete ac-
tors and issues, staying as close to the text as possible. In the query-
ing phase, the communication research questions, which often contains
abstract and complex, is answered by querying the extracted network.
This separation makes it easier to share and combine data sets: On the
one hand it allows different research questions to be answered using the
same data, by performing different aggregation and combination steps
in the querying phase. On the other hand it allows differences in do-
main — and hence in the concrete objects used in the networks — to be
bridged by aggregating to the same abstract concepts. Ideally, we can
create large shared Semantic Network repositories, for example contain-
ing election campaigns or other political news from different countries
and time periods. Such repositories could enable different researchers to
test differentmodels on the same underlying data and without incurring
the costs of data gathering for each study.

It is unlikely that such a data set will be created in a single effort. Even
using automatic Semantic Network Analysis, for example using the tech-
niques presented in chapters 5 – 7, gathering the data requires significant
effort as well as local domain and linguistics expertise. Therefore, creat-
ing a large Semantic Network repository will require combining Seman-
tic Network data obtained in different projects and presumably different
research groups. This means that it has to be possible to combine net-
work data from different sources containing different actors and issues,
and analyse the resulting network in meaningful ways.

In this chapter and the following one, we show how the Semantic
Web techniques described in chapter 4 enable us to represent Semantic
Network data to allow combining, sharing, and analysing the data effi-
ciently. This chapter describes a method for representingmedia data and
background knowledge using RDF, a Semantic Web graph description
language. This representation is split into two parts: the media data and
the background knowledge. The main challenge in representing the me-
dia data— the extracted Semantic Networks between concrete actors and
issues — is that these data consist of triples themselves, which means
that we use RDF triples to describe Semantic Network triples. Section
8.2 describes possible solutions for this problem and presents the result-
ing data model used for representing media data. The background knowl-
edge forms the link between the concrete actors and issues extracted from
the text and the more general concepts used in research question: a text
might mention Balkenende proposing a method to decrease youth unem-
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ployment, while we are interested in statements about the Prime Minister
on Economic Issues. Formalising the background knowledge to make
this link involves dealing with the dynamic nature of politics: politicians
switch political functions and start new parties. Moreover, depending
on the research question, different ways of abstracting from the specific
to the general will be needed, as for some questions youth unemployment
needs to be considered a negative valence issue, and for other studies it
is an economic issue. Section 8.3 describes how these requirements can
be met in a political ontology. Section 8.4 describes the actual ontology
that was used for the election study described in Kleinnijenhuis et al.
(2007a) that supplied the corpus used in chapters 6, 7 and 9. Finally, sec-
tion 8.5 will survey some possibilities in which the richer Web Ontology
Language OWL could be used to extend the political ontology.

8.2 Representing Media Data:
Statements about Statements

This section investigates whether RDF can be used to represent the Se-
mantic Network data extracted using the NET method, the Semantic
Network Analysis method described in section 2.4. From that descrip-
tion of the NET method, we can formulate the following requirements
for a representation of NET Semantic Networks data:

Quantitative value In addition to different statement types, Relational
Content Analysis often includes a quantitative indicator of the di-
rection and strength of a relation. For example, The statement “.. we
should invest more” is positive (+0.7) while the statement “Hard con-
frontation Left and Right” is strongly negative (-1).1 Other examples are
adding a measure of the weight and ambiguity of a relation. In So-
cial Networks terms, graphs labelled with values are called signed
and/or valued networks (Wasserman and Faust, 1994).

ArticleMetadataTo trace the evidence for an analysis and for time-based
analyses, it is necessary to attach metadata to coded sentences, in-
cluding publisher and publishing date, location in the newspaper,
and a link to the original article.

Extra Arguments Sometimes we need to code certain additional aspects
of a relation. For example, in the sentence “Bos and Balkenende at-
tacked each other over poverty”, we want to capture the topic of the
disagreement as well as the fact that these actors disagree.

1See section 2.4 on page 29 for the example article from which these sentences are
drawn.
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Quoted Sources The sentence “Bos: ‘good health care costs money, so we
should invest more” contains a positive causal relation between Invest-
ing and Health Care, but this relation is not directly stated by the
newspaper but rather by a quoted source. These sentences need to
be placed in different subnetworks, where they are distinct but ac-
cessible from the main network.

8.2.1 Enriching Triples

The problems described above all require enriching Semantic Network
Analysis triples by adding extra information. This is difficult, as RDF is
intended for describing resources, not triples: triples do not have URIs
and hence cannot be used as the subject or object of other triples. We are
not the first to signal this difficulty: MacGregor and Ko (2003) cite the
need to enrich triples to describe event data, and a number of authors
encounter the problem of enriching triples when they want to use RDF
to describe RDF documents, for example for reasoning about provenance
and trust (Carroll et al., 2005).

RDF(S) allows some form of adding information to existing triples.
Trivially, we can replace each of the nodes in a triple by a node carry-
ing more information, and point back to the original node. In RDFS, it
is possible to do so transparently by making the new node a subclass or
subproperty of the original node. Additionally, the RDFS specification
includes a reification mechanism (Brickley and Guha, 2004). Essentially,
an anonymous instance is made to represent the statement, and stan-
dardised vocabulary is used to define the subject, object, and predicate
of the statement. The anonymous instance, being a normal node in the
graph, can then be used in further statements. According to the defini-
tion, a reified statement is hypothetical, i.e. it does not imply the original
statement.

Another solution is using the n-ary relation design patterns described
in Noy and Rector (2005). This is similar to reification in that a new node
is created that represents the relationship, but the reification vocabulary
is eschewed since “in n-ary relations [..] additional arguments in the
relation do not usually characterise the statement but rather provide ad-
ditional information about the relation instance itself” (Noy and Rector,
2005). This has the same disadvantage as reification (the original triple
semantics are lost) but additionally it has no formal meaning or stan-
dardised vocabulary.

To overcome these problems, a number of authors have suggested
extending the notion of a triple to include a fourth place, often seen as
a context marker (MacGregor and Ko, 2003; Carroll et al., 2005; Dumb-
ill, 2003; Guha et al., 2004; Sintek and Decker, 2002). For example, Guha
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et al. (2004) propose a context mechanism that explicitly assumes the
context marker to indicate provenance, and they include a complicated
system of lifting and aggregating mechanisms to combine RDF docu-
ments from different sources. At the other extreme, MacGregor and Ko
(2003) and Dumbill (2003) support replacing triples by quadruples with-
out restricting the interpretation of such triples.

A proposal that seems to be gaining support is Named Graphs (Car-
roll et al., 2005). This proposal also adds a fourth place to the triple and
defines the semantics of this added element but does not prescribe the
interpretation in the way that Guha et al. (2004) does. Named Graphs se-
mantics allow for nested graphs and propose a predicate to indicate nest-
ing. The main disadvantage of this method is that it is not standardised,
lacking tool support and declarative semantics. Also, since the intended
meaning of the context is the containing graph, NamedGraphs add extra
information to the whole statement rather than to the predicate, similar
to reification.

The proposals for adding information to triples in the literature are
diverse in nature. Part of the reason for this diversity is that the prob-
lems they are trying to solve are diverse. Specifically, there are two main
factors concerning which the proposed solutions diverge: the meaning of
the extra information with respect to the original triple; and the opacity
of the enrichment.

Meaningwith respect to original triple The problems reviewed above
all require enriching an existing triple with extra information, and the
techniques and proposed additions surveyed above all facilitate adding
information to (existing) triples. However, the added data can mean dif-
ferent things with respect to the original triple. If we assume that we
want to add information x to an existing triple Rab, we can schemati-
cally distinguish four different meanings of the new information:

Rxab Adding information about the predicate of the triple;
Raxb Adding information about the subject or object of the triple;
(Rab)x Adding information about the whole triple; and
Rabx Adding an extra argument to the triple on equal footing with the

subject and object.

Transparency of the enrichment The reason for desiring declarative
semantics is that we want our data to be interpretable by third party
applications that do not (completely) share our data model: if our only
concern is the internal use of our data we might as well use a custom
RDF structure, such as a dummy node, for all enrichments, leaving the
semantics implicit. In this respect, an important question to answer is:
What dowewant applications to dowith the original triple if they do not
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understand the enrichment: Assume it to be part of the RDF graph, or
ignore it? In other words: do we want the enrichment to be transparent
or opaque?

Transparent additions preserve the original meaning of the triple in the
graph, meaning that applications that do not interpret the richer re-
lation can still see the original relation; while

Opaque additions remove the original triple from the graph, meaning
that it will not be visible to an application that does not (or cannot)
interpret the enrichment technique.

Depending on the modelling requirements, we want to add certain
information to a triple in a certain way. For example, a quoted source
in a newspaper should be an opaque statement about the whole triple,
while quality should be a transparent addition to the predicate. Thus,
rather than looking for a single ‘correct’ solution, we think that multiple
options are needed to express these differences in enrichment. Table 8.1
categorises the various proposals in these terms and serves as the basis
for making the appropriate modelling choices. The proposal by Guha
et al. (2004) is omitted from this table because its purpose is strictly de-
scribing graphs rather than enriching triples.

We will now reconsider the requirements listed above in terms of ta-
ble 8.1. As listed in the previous sections, the basic unit of information is
a triple representing a media relation (e.g. Bos dislikes Balkenende). To
this triple we add information to quantify the predicate, add extra argu-
ments to the relation, specify the source of a quoted statement, and link the
media statement to metadata such as publisher and publishing date. As
stated above, quoted sources should be opaque as the quoted statement
is not directly asserted by the newspaper. The other additions should
all be transparent: the original triple is a valid part of the graph with or
without the extra information. The quantification is an enrichment of the
predicate, but very difficult to represent using subproperties because of
the quantitative and unrestricted nature of the information. The extra ar-
guments and quoted source both add extra arguments that are subordinate
to the main triple, falling somewhere between the intended meaning of
reification (statements about triples) and n-ary relations (multiple argu-
ments of equal weight). The metadata is adding information to the whole
triple, and fits in the use case of reification and named graphs.

Surveying the table 8.1, there is no perfect method for adding infor-
mation to triples. Named graphs have the desired transparency but offer
no solution for distinguishing between extra arguments and metadata.
Quadruples allow extra arguments in a natural way but this comes at
the expense of flexibility and semantic clarity.



8.2 Representing Media Data: Statements about Statements 151

Ta
bl
e
8.
1:

Su
it
ab

ili
ty

of
d
is
cu

ss
ed

m
ec
ha

ni
sm

s
fo
r
ex
pr
es
si
ng

d
if
fe
re
nt

tr
ip
le

en
ri
ch

m
en

ts

Tr
an

sp
ar
en

t
O
p
aq

ue

E
nr
ic
hi
ng

E
nr
ic
hi
ng

E
nr
ic
hi
ng

E
xt
ra

E
nr
ic
hi
ng

E
nr
ic
hi
ng

E
nr
ic
hi
ng

E
xt
ra

an
ar
gu

m
en

t
th
e
pr
ed

ic
at
e

th
e
tr
ip
le

ar
gu

m
en

t
an

ar
gu

m
en

t
th
e
pr
ed

ic
at
e

th
e
tr
ip
le

ar
gu

m
en

t
R
ax
b

R
x
ab

(R
ab

)x
R
ab
x

R
ax
b

R
x
ab

(R
ab

)x
R
ab
x

R
D
F

±
1

+
R
D
FS

+
±

1
±

1
+

N
-a
ry

±
2

+
R
ei
fic

at
io
n

+
±

2

Q
ua

d
ru
pl
es

±
3

±
3

N
am

ed
G
ra
ph

s
+

+
1 A
d
d
in
g
a
d
ic
re
te

ca
te
go

ri
sa
ti
on

is
po

ss
ib
le
,b

ut
ad

d
in
g
qu

an
ti
ta
ti
ve

in
fo
rm

at
io
n
is
ve

ry
d
if
fic

ul
t.

2 N
-a
ry

pa
tt
er
ns

ar
e
ex
pl
ic
it
ly

in
te
nd

ed
to

ex
pr
es
s
an

ex
tr
a
ar
gu

m
en

t
to

a
st
at
em

en
t,
w
hi
le

re
ifi
ca
ti
on

is
in
te
nd

ed
to

ex
pr
es
s
in
fo
rm

at
io
n
ab

ou
ta

st
at
em

en
t,
m
ak

in
g
ot
he

r
us

es
of

th
es
e
so
lu
ti
on

s
d
if
fic

ul
tt
o
in
te
rp
re
t.

3 S
in
ce

th
er
e
is
no

sp
ec
ifi
ed

in
te
rp
re
ta
ti
on

of
th
e
ex
tr
a
ar
gu

m
en

t,
it
is
no

tp
os
si
bl
e
to

d
is
ti
ng

ui
sh

be
tw

ee
n
th
es
e
tw

o
ca
se
s.



152 Chapter 8: Using RDF to store Semantic Network Data

Within the existing standards, reification covers adding metadata, and
a case could be made for using reification to represent additional argu-
ments. N-ary relations are better suited for the additional arguments but
suffer from the lack of a standard vocabulary. It is possible to mix and
match mechanisms, but this comes at the expense of increasing complex-
ity, and if multiple non-standard mechanisms are mixed it will be diffi-
cult for third parties to understand what we mean.

8.2.2 The Data Model

Given the considerations above, we decided to stick to one representa-
tion for all enrichments. Since tool support for the proposed extensions
is still limited, and the intended meaning of our enrichment is closer
to meta-statements than to adding arguments, we decided to use RDFS
reification. Figure 8.1 visualises the model resulting from the decisions
described above. The main element of the data model, the original triple
of the relational method, is now a reified net:triple, (a subclass of
rdf:Statement). Triples have a subject, predicate, and object as re-
quired for reification, and also have the quantitative value ‘connection’
and an angle. On the left-hand side, triples are connected to textual units
(sentences) from an article using the dc:subject, and metadata about
this article and the coder are recorded.

8.3 Representing Political Background Knowledge

The previous sections showed how RDF can be used to represent the re-
lations between objects extracted in Semantic Network Analysis. These
relations connect the concrete objects directly mentioned in the text, such
as politicians, parties, and specific issues. In order to use these relations
in analyses and to combine networks from different countries or time
periods, it is necessary to link these concrete objects to the more abstract
concepts that are used in the communication research question and that
are more stable across different domains. As described in chapter 4, On-
tology is the study of the ‘things that are’, in other words, of the vocab-
ulary used in the descriptions of the world. By describing the concrete
objects such as actors and issues in terms of the more abstract concepts,
the ontology provides a semantic context in which to interpret these ob-
jects. Different research questions will often require different contexts,
categorising and interpreting the objects in a specific way. For example,
sometimes we need to categorise politicians according to political func-
tion (parliamentarian, minister), while at other moments we need to use
their party affiliation. On the other hand, data from different time pe-
riods or countries will often contain different actors even if the political
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Figure 8.1: The data model used

roles remain constant. To make matters even more complex, the same
actor might be present in multiple data sets from different periods, but
because the actor changed roles over time, he or she needs to be cate-
gorised differently. Hence, in order to combine different data sets into a
repository that is useful for answering a diverse range of research ques-
tions, it is necessary to create a formalisation that connects the concrete
and abstract concepts in a flexible way, accounting for different possible
categorisations and for the dynamic nature of political relations.

8.3.1 Dynamic Political Roles

There are a number of political roles and functions, such as being presi-
dent, a member of parliament, or a member of a party, that are fulfilled
by politicians for only a certain time period. The functions are social roles
in the sense that they are anti-rigid — meaning that the existence of the
politician does not depend on his playing a role — and dynamic (cf. Ma-
solo et al., 2004). As surveyed by Steimann, treating such roles in frame-
based models such as RDF, is not trivial, and has received considerable
attention in the literature (Steimann, 2000; Sowa, 1988, 2000; Guarino,
1992). The simplest approach — treating a role as a predicate — does
not allow for specifying temporal bounds or other information for the
reasons discussed above. Another possibility is to make each occurrence
of a role being played a subproperty of the role property. As argued by
Steimann (2000), this leads to a number of complications and does not re-
ally solve the problem. It is also possible to reify the role relation, such as
done by Mika and Gangemi (2004), putting the treatment of roles in line
with the treatment of the NET statements as discussed above. However,
the extra node created by this approach is on the meta-level rather than
the object level. As will be shown below, this makes it more difficult to
reason with the role instances. Gutierrez et al. (2005) propose an exten-
sion to the RDF model that can be expressed using a form of reification
for reasoning with temporal validity. Since this requires an extension of
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the RDF standard, this approach was not considered here.
The approach chosen here is to create an adjunct instance representing

one occurrence of the role (Wong et al., 1997). For example, we would
create a node role-Bos-PvdA representing the fact that Bos is a member of
the PvdA party. This instance is linked to the role player (e.g. Bos), and
the statements that define the role (partyMemberOf PvdA) are made with
this role instance as subject. Subsequently, we can specify the From and
To dates as properties of the role instance. This allows normal reasoning
to occur on the role instance, leaving the inference system to determine
whether a specific person is a member of a role for a certain coded triple
(see below).

RDF Reasoning The advantage of the adjunct instance approach cho-
sen here for temporal roles is that querying can be simplified by adding
a custom reasoning step: if the subject or object of a coded triple is a role
instance, and the publication date of the triple lies between the from and
to date of the role, the role instance (also) becomes the subject (or object)
of that triple. More formally, the antecedents and consequent of the rule
can be given as follows:

1 IF ?triple dc:date ?ADate
2 AND ?triple ?rel ?object
3 AND ?roleInstance amcat:roleSubject ?object
4 [AND ?roleInstance amcat:roleFrom ?FDate ]
5 [AND ?roleInstance amcat:roleTo ?TDate ]
6 AND (FDate is null OR FDate <= ADate)
7 AND (TDate is null OR TDate >= ADate)
8 THEN ?triple ?rel ?roleInstance

This is illustrated in figure 8.2, where it is concluded that ‘Rutte as
a VVD member’ is the subject of the triple from the publication date of
the article and the from date of the role. This reasoning makes it possible
to query for ‘a triple whose subject is a member of the VVD’, without
having to process the roles or even knowing that the memberOf role is a
temporal role.

This highlights the advantage of using an adjunct instance over using
reification. Using reification, the ‘dummy’ node is the rdf:Statement
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Figure 8.2: Inference of a Role played by a Politician
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node. This node is on a different level of abstraction from the normal
vocubulary (e.g.the politician and his party), and there is no memberOf
relation between the dummy and the party. Hence, there is no easy
way for retrieving (for example) all sentences about VVD-member with-
out putting the temporal reasoning in the query or creating additional
dummy nodes during the reasoning.

8.3.2 Representing Issues

Compared to the dynamic nature of the roles played by political actors,
representing the issues is relatively simple since they are assumed to be
static. The issue hierarchy plays an important role in Semantic Network
Analysis by determining how concrete issues are related to the abstract
overarching issues used in communication theory, and can be seen as a
categorisation scheme or even as a high-level codebook, since it defines
which topics to include in each category or code (cf. Krippendorff, 2004,
p.132–135). Since different research questions will need different cate-
gorisations, we need to be able to create multiple parallel hierarchies.
RDFS allows multiple inheritance, so this requirement is not problem-
atic.

There is a problem with using an RDFS Subclass hierarchy for the
issues, however: the issues higher up in the issue hierarchy need to be
accessible for coding as well, as these more generic issues are often men-
tioned in texts directly. RDF allows using a class as a direct object in a
relation, but doing so confuses the data and vocabulary definition. Since
Description Logics require separating the A-Box (Assertions) and T-Box
(Terminology), this means that the resulting graph is incompatible with
OWL-DL. Although we do not currently use OWL, this is still a disad-
vantage as it limits our options and is semantically confusing.

Noy (2005) signals this problem and describes five approaches to
overcome it. The first approach is by simply using the classes directly as
described above, losing OWL-DL compatibility. The second approach is
creating a distinguished instance of each class and using that instance,
with the disadvantages of creating additional elements in the vocab-
ulary (incurring storage and maintenance penalties) and not having a
direct relation between the instance representing a subclass and the in-
stance representing its superclass. The third approach involves creating
a separate distinguished instance hierarchy, using a relation such as the
broader relation from the SKOS thesaurus description vocabulary (Miles
and Bechhofer, 2008). This instance hierarchy is then linked to the class
hierarchy. This creates even more vocabulary elements, aggravating the
maintenance and storage problems, while the links in the issue hierar-
chy still depend on non-RDFS vocabulary and reasoning: although the
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RDFS subclass relation is defined to be transitive, the corresponding in-
stance relation (e.g. subissueof ) does not benefit from this and RDF does
not have a standard way of declaring transitive relations. The fourth ap-
proach creates an anonymous restriction on the relation, stating that the
object of the relation has to be some instance of the target class, without
specifying which instance. This is equivalent to creating a blank RDF
node as a class instance and using that as a subject. A downside of this
approach is that it confounds the meaning of the relation: two relations
about an issue will point to different blank nodes which may or may not
refer to the same resource. Their last approach is to directly use the class
as the object of a relation but declaring the relation to be an annotation
property. Although the resulting graph will be within OWL-DL, these
relations are ignored by DL reasoning and no further restrictions can be
defined on the relations.

Given that these approaches to coding using a class hierarchy all
have considerable disadvantages, we decided to create an instance hi-
erarchy such as proposed in the third approach, but without creating the
parallel class hierarchy. We defined the relation between the instances,
subIssueOf, derived from the SKOS broader relation (Miles and Bechhofer,
2008). Using SKOS vocabulary has the advantage of specifying part of
the semantics of our subissue hierarchy and allowing us to use SKOS
tools, such as a thesaurus browser, to view the issue hierarchy. SKOS
also allows multiple inheritance, so this requirement is still met.

8.4 A political ontology

The previous section outlined how to use RDF(S) to create such an ontol-
ogy. This section will present the ontology created for political commu-
nication research; the ontology was created for Dutch politics but other
political systems can probably also be accomodated.

8.4.1 Actors and roles

Political actors are an important part of the vocabulary in political dis-
course. As described in the previous section, political actors are charac-
terised by their dynamic roles, such as party membership and ministry
leadership. These roles are temporally bound and one actor may play
multiple roles simultaneously.

Figure 8.3 shows the relevant part of the actor class hierarchy in the
ontology. The grey open arrows show subclass (is-a) links. For example,
Person is a subclass of Actor, meaning that every actor is-a person. The
other subclasses of Actor are Political Actor, and Institutional Actor. Politician
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is a subclass of both Person and Political Actor, meaning that a politician
is both a person and a political actor. Active Politician is a subclass of Poli-
tician. Note that neither Politician nor Active Politician has explicit instances,
since being a politician is not a permanent characteristic of a person, and
RDF class membership is a static relation. In the upper right corner, Party
and Government Body are both subclasses of Institutional Actor and Political
Actor.

The black arrows ending in solid circles indicate partOf relations with
the range and domain of the relation being the classes connected by the
arrow. Each of these partOf relations is in fact a different subproperty
of the partOf relation. This allows the domain and range of the relation
to be specified in RDFS. For example, the relation between Politician and
Party is partyMemberOf. Similarly, Active Politician has a partOfBody relation
with Government Body.

The bottom of figure 8.3 shows how Government Body is further spec-
ified into the kind of body (Legislative and Executive) and the level of
government (Municipal and National). Combining these gives the actual
bodies of government. For example, Cabinet is a National Executive body,
and Parliament is a National Legislative body, while City Council is Munici-
pal and Legislative. Similarly, the Municipal can have an Executive body (in
the Netherlands formed by the mayor and aldermen), and similar bodies
exist at European and Provincial levels (not shown here to avoid redun-
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dancy). The last class in figure 8.3 is the Parliamentary Fraction, which is
part of both a parliament and a party. Note that since an Active Politician
can be part of a Government Body, he or she can be part of any of the
subclasses of Government Body.

Figure 8.4 shows a concrete example of the network obtained when
filling in these classes with instantiations. Rita Verdonk, shown in the bot-
tom left corner, was a member of the VVD party and was elected to par-
liament and sworn in on the November 30, 2006. On September 14, 2008,
she was expelled from the VVD Fraction after criticising the fraction leader
Mark Rutte. In the graph, this is shown in the dates on the partOf relation
from Verdonk to the VVD fraction. Interestingly, she chose not to give up
her seat while remaining a member of the VVD. This situation lasted for
a month until she left the VVD party on October 15 to start her own ‘po-
litical movement’ TON (Trots op Nederland; Proud of the Netherlands). The
figure shows how she became the leader of the fraction ‘Member Verdonk’
in September, but only switched her VVDmembership for the leadership
of the TON party a month later.

The top part of figure 8.4 shows the parties and fractions. VVD and
TON are both of type Party, and Member Verdonk and VVD Fraction are of
type Parliamentary Fraction. Both fractions are part of their respective par-
ties, and both are part of the Tweede Kamer, the Dutch Parliament.

An example of the dynamics of political functions is given in Figure
8.5. The bottom left corner contains the politicians: Maxime Verhagen and
Jan-Peter Balkenende. The left-hand side shows their relations with the
CDA party and fraction: Both politicians are members of the CDA, and
Balkenende has been leading the CDA since October 1, 2001. Balkenende
was elected to parliament in 1998 and left parliament to become Prime
Minister in July 2002. Verhagen was a member of parliament from 1994

*�	���

����
��	���


��\
�>�

*�	��

��\�
�	#��
�	������

��"=�	
��	���


+	������

��~``�X|`X|�

��
~`
`�
X|
`X
|�

�~``{X||X�`�
�~``�X`�X|�

'�������"
#��
�	�>��

�����������


�	�>�
�#���

Z�������

'�����

��~``�X`�X|�

������
%�"�	

*�	#��"���

Figure 8.4: Dynamic roles and party membership
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(not shown), and became leader of the CDA Fraction in July 2002. He
remained fraction leader (with a short break after the 2003 elections) until
the 2006 elections, when Balkenende returned to parliament and became
fraction leader during the formation of the Cabinet Balkenende IV.

On the right-hand side, the relations with the Cabinet and Ministry in-
stances is shown. Balkenendewas leader of the four Cabinets Balkenende
I–IV. In February 2007, Verhagen became Minister of Foreign Affairs in the
Cabinet Balkenende IV, shown by the relations from Verhagen to those in-
stances.

8.4.2 Issues

As described in section 8.3, issues are categorised in multiple issue hier-
archies consisting of instances linked by subIssueOf relations. Table 8.2
gives an overview of two such categorisations: by political direction and
by departmental topic. Political direction follows the categorisation of is-
sues in the political spectrum, such as leftist versus rightist issues. The
position of a politician on the different directions determines the place
of that politician in the political spectrum. The topics loosely follow the
departmental structure of government and traditional areas of expertise,
such as finance versus law. Although there is some semantic overlap
between topics and directions, they are two orthogonal categorisations.
For each of these categorisations, the first level of issues and a selection
of subissues are shown. All shown subissues exist in both categorisa-
tions, creating the mesh of subissues shown in the table. We describe a
subset of this table below.

Administrative Reforms are reforms to the democracy or functioning of
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Table 8.2: Issues categorised according to direction and topic

Direction Subissue Topic

Administrative Reforms Elected Mayor Administrative Reforms
Education Eduction Education & Science

Environment
Public Transport Transportation
Environment

Spatial Planning
& EnvironmentInfrastructure

New Roads, Rail
Residential Construction

Immigration Immigration Immigration

Crime
Safety Public Order & Safety
Crime

Justice

Valence

Rule of Law
Economic Growth

Economic AffairsEconomic Liberalisation
Health

Rightist
Budget, taxes Finance
Health Care Health Care
Agriculture

Agriculture
Health Care

Freedom of Speech
Food Safety

Traditional Values Abortion Norms & Values

New Leftist
Army, Defense Spending

DefenceGay Marriage
Peacekeeping Missions

Leftist Welfare Social Affairs
Development Aid

Europe European Integration Foreign Affairs

government such as a directly Elected Mayor or Prime Minister and trans-
parency of government. These issues have both a directly matching di-
rection and topic, so they form a simple row in the table.

The (pro) Environment direction is slightly more complex: Environment
itself is categorised under Spatial planning and Environment, but Public Trans-
port, which also belongs to the direction Environment, is categorised de-
partmentally as Transportation. The reasoning behind this is that a politi-
cian in favour of public transport is in favour of the environment (di-
rection), yet the responsible minister will be that of transportation and a
relevant expert will know about logistics and transportation rather than
ecology.

Valence issues are issues that politicians will all agree on in general:
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everybody wants economic growth and health and nobody wants in-
flation or unemployment. These issues are scattered across the depart-
ments: Economic Growth belongs to Economic Affairs, Health to Health Care,
Rule of Law to the JusticeDepartment, and Freedom of Speech to Norms and
Values (as a constitutional right).

Rightist issues are those issues that conservative politicians are gen-
erally in favour of. A number of them, such as the government Budget
and lower taxes, are part of the department of Finance. Economic Liber-
alisation, such as privatisation and deregularisation belong to Economic
Affairs. Two other rightist issues are Agriculture, belonging to the depart-
ment with the same name, and the Army, which belongs to the depart-
ment of Defence.

New Leftist issues represent post-materialistic idealism. Where tradi-
tional leftist issues such as welfare and labour conditions are concerned
with materialistic concerns, new leftist issues are about ethical or inter-
national concerns. New leftist issues can be found in different topics. For
example, Gay Marriage is part of the topic Norms and Values, Peacekeeping
Missions are a Defence topic and Development Aid belongs to Foreign Affairs.

The issues described here are further elaborated into subissues. For ex-
ample, Taxes contains mortgage interest deduction and profit tax, and Peace-
keeping Missions contains the Dutch missions in Uruzgan and Iraq. The
advantage of using such a detailed categorisation scheme lies in post-
poning coding decisions from the extraction to the querying phase, and
hence from the coder to the analyst. For example, suppose a text to
be analysed using political directions mentions the military mission in
Uruzgan. If this was directly coded as one of the main directions, the
coder would have to decide whether the main focus is on peacekeeping
or on fighting, and hence whether it is new leftist or rightist. By directly in-
cluding Uruzgan as an issue in the issue list, the coder does not have to
make this decision, and the categorisation can be inspected and changed
afterwards. Moreover, different categorisations can be used depending
on the research question, allowing the data to be used more flexibly.

Both the actors and issues described above are developed for and
geared towards the Dutch political situation. However, most systems
with a party democracy should fit in the actor hierarchy without too
much adaptation, and the issue categorisation is applicable to different
situations as well. Moreover, the advantage of formalising the concept
hierarchy like this is that it allows for specification and adaptation of
concepts using subclasses. This makes it possible for details of the hier-
archy to be changed for a new country or situation while the data sets
can still be compared and combined on a level of abstraction they agree
on.
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8.5 Using OWL for a richer ontology

The preceding sections described how the media data and background
knowledge needed for Semantic Network Analysis could be represented
using RDF(S). As such, there is no need for using a more expressive on-
tology language such as OWL. However, there are a number of ways in
which a more expressive language might be beneficial.2

Ontology Checking One of the features of RDF is that it does not al-
low negation or disjunction, and hence cannot lead to inconsistencies.
This means that RDF(S) cannot be used to detect ‘errors’ in the ontol-
ogy: Suppose partyMemberOf has domain Politician and range Party, and
we accidentally assert that the Party CDA is a member of the Politician
Balkenende rather than the other way around. An RDFS inferencer will
happily conclude that Balkenende is a party as well as a politician and
vice versa for the CDA. OWL allows for the formulation of constraints to
prevent this type of mistake. For example, the mistake described above
can be prevented by defining the classes Party and Politician to be disjoint.
Cardinality Constraints could also be used to enforce constraints, by for
example demanding that there be 150 members of parliament and that
a politician is a member of exactly one party. Since these roles are dy-
namic, however, this requires concrete domain reasoning about the role
dates and is not as simple as formulating a constraint. More complex
restrictions can also be made, for example stating that a person in the
Netherlands cannot be minister and parliamentarian at the same time,
or that a person can only be a member of the parliamentarian fraction of
his or her party. Getting these constraints right might be difficult, how-
ever, as political reality can be complicated: Verdonk remained a member
of the VVD party for a month after starting her own fraction, and after
an election the demissionary ministers can sit in parliament for up to 100
days. These idiosyncrasies are problematic because an error signalled by
an OWL inferencer cannot be simply ignored or treated as an exception:
an inconsistency affects the whole ontology and has to be remedied.

Disjoint Categorisations As described above, in RDF it is possible to
elegantly add background knowledge and use this knowledge to link
‘data level concepts’ to ‘theory level concepts’. A common use case in
Content Analysis is to define a set of categories on the media data, for
example statements with an opposition politician as subject, with a coali-
tion politician as subject, and statements with a societal actor as subject.
Counts of such statements per period are then used either in statistical

2See section 4.2.3 on page 59
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analysis or presented in a table. Both uses require the categories to be
disjoint and exhaustive with respect to the higher category, in this case
‘actor statements’. In other words, the higher category should be parti-
tioned by the proposed categories. In RDF, this can be checked for real
data, for example by querying for instances of two categories. In some
cases, such as presenting data real-time on a web page, we would like to
be able to prove that such a categorisation will always be a partitioning.
In OWL, this can be achieved by proving that each pairwise conjunc-
tion of the categories is unsatisfiable. Exhaustiveness can be shown by
proving that the higher category implies membership of one of the lower
categories. More formally, proving that the categories {A1 . . . An} parti-
tion B in the ontology O means proving O |= Ai � Aj =⊥ for all i 
= j,
i, j≤n and O |= B � A1 
 . . . 
 An.

Defining Concepts The background knowledge described in this sec-
tion is used to bridge part of the ‘semantic gap’ between the concrete
objects in text and the abstract concepts used in communication theory.
As argued in chapter 2, there is also a complexity gap between the atomic
theoretical variables and their realisation in complex textual structures:
theoretical variables should often be operationalised as patterns in the
Semantic Network rather than as single relations. Chapter 9 will show
how RDF queries can be used to identify such patterns procedurally, but
if we can use OWL to define such patterns declaratively it has the advan-
tages of more explicit semantics, and a standard inferencer can be used
to add the identified patterns to the Semantic Network. Whether this is
possible depends on the complexity of the pattern to be detected. For ex-
ample, the sentence types identified in section 2.4 are easy to formulate
as OWL queries: a conflict sentence is any affinitive relation between two
actors. A more complex pattern, such as a contested issue, can also be
described as any issue which has two opposite incoming relations from
politicians. A general restriction on such patterns is that the Description
Logic, the logic behind OWL, does not allow variable binding. In prac-
tice, this means that patterns may only be star-shaped: it is impossible
to create diamond patterns or other cycles since this requires the ability
to constrain two nodes to be identical, which requires a form of variable
binding. Van Atteveldt and Schlobach (2005) describe how the Hybrid
Logic H(@, ↓), an extension of description logic with variable binding,
can be used for defining patterns in Semantic Networks. Unfortunately,
reasoning in description logic extended in this way is no longer decid-
able, forcing the actual identification to be done using model checking
(Areces et al., 1999; Franceschet and de Rijke, 2005). Since hybrid logic
model checking is similar to RDF querying, this means that the useful-
ness of OWL definitions over RDF queries are limited to cases in which
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the pattern can be defined in Description Logics, i.e. those cases where
the pattern does not contain cycles.

8.6 Conclusions

This chapter showed how RDF can be used to formally represent Se-
mantic Network data, both the concrete networks extracted from text
and the background knowledge needed to link the concrete networks to
the generic concepts used in analysis. In particular, we discussed three
problems:

Statements about Statements Since Semantic Network data itself con-
sists of triples, we need to use RDF triples to describe the network
triples. We identified a number of different ways in which triples
can be enriched with new data, distinguishing between opaque and
transparent enrichment and investigating the relation between the
new information and the existing triple. After surveying a number
of proposals to solve the statements-about-statements problem, we
decided to stay within the RDFS standard by using reification.

Dynamic Roles Politics is characterised by actors that frequently shift
roles and allegiances: parliamentarians move into cabinet and af-
terwards become mayor, dissenters are expelled from their parties
and start new parties, etc. For an ontology to be useful across data
sets, these dynamics need to be captured in the background knowl-
edge. We propose using adjunct instances to represent these roles.
By using RDF reasoning, the role memberships can be resolved at
the moment the data are entered into the repository, allowing for
easy querying.

Multiple Instance Inheritance Since different research questions require
different categorisations of the issues, the issue hierarchy is charac-
terised by multiple inheritance. Moreover, the more abstract issues
are also used in the Semantic Networks, making it difficult to use a
normal class hierarchy for the issues. We showed how an instance
hierarchy using standard SKOS vocabulary can be used to describe
the issues.

Additionally, we presented the actual ontology that was used in the 2006
election study that was described in chapter 2 and used in chapters 6,
7 and 9. By elaborating on a number of actors playing different roles,
we showed how the dynamic roles function in practice. Moreover, we
showcase the multiple issue inheritance by looking at a selection of is-
sues through two existing categorisation systems. Finally, we briefly dis-
cussed a number of ways in which the richer Web Ontology Language
(OWL) can be used to test and enrich the political ontology.



CHAPTER 9

Querying, Analysing, and Visualising Semantic
Network Data

‘All this television time for this hype — why?’
(Al die zendtijd voor deze hype — waarom? nrc·next, 4 February 2008)

News frames and other concepts relevant to communication science can
often be identified as patterns on Semantic Networks. This chapter pre-
sents a high-level query language in which such patterns can be defined,
and a web application for querying, analyzing, and visualizing Semantic
Network repositories using these patterns.

This chapter is based on:
Wouter van Atteveldt, Nel Ruigrok, Stefan Schlobach, and Frank van Harme-
len (2008), Searching the news: Using a rich ontology with time-bound roles
to search through annotated newspaper archives, to appear in the proceed-
ings of the 58th annual conference of the International Communication As-
sociation, May 22–26, Montreal.
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9.1 Introduction

As described in chapter 2, many of the concepts that are used in com-
munication theory are complex. For example, the associations between
issues and attributes in Second Level Agenda Setting (section 2.2.1) or
frames such as the responsibility frame used by Valkenburg et al. (1999),
which consists of a government actor being held responsible for a cer-
tain problem. Section 2.3 argued that there are two gaps between these
concepts and the source text that Content Analysis has to bridge: an ab-
straction gap between the concrete objects in text and the abstract con-
cepts in communication theory; and a complexity gap between the atomic
variables in communication models and the complex textual structure
they represent. In Semantic Network Analysis, a textual network is ex-
tracted containing relations between concrete objects. Formalised back-
ground knowledge, such as the political ontology presented in the pre-
vious chapter, bridges the abstraction gap by linking the concrete to the
abstract. The complexity gap can be bridged by defining theoretical vari-
ables as patterns on the Semantic Network.

This chapter shows how such patterns can be defined in a high-level
query language and automatically identified in Semantic Networks. A
web application is presented that enables users that are not experts in
knowledge representation to query the repository using these patterns
and inspect and visualise the results. This makes it possible to define
relevant communication science concepts as formal queries, and auto-
matically search for those concepts in Semantic Network data. The re-
quirements for this application are as follows:

Search for patterns in the extracted networks Many relevant Content
Analysis questions can be reduced to identifying patterns between
actors and issues.

Query on an abstract level The network extracted from the text is a net-
work of concrete actors and issues such as Bush or CO2. The research
question a social scientist wants to answer is formulated in more ab-
stract terms such as President or Environment. By querying the ab-
stract level rather than the concrete objects, the same queries can be
applied to data from different countries or time periods.

View results on an aggregate level and zoom in on details For quantita-
tive analysis, the Social Science user wants the data on an aggregate
level, for example total frequency of a pattern per newspaper per
month. In order to make sense of the results and to check and refine
these patterns, the user must be able to easily ‘go back to the text’ to
see the underlying detailed data.
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In order to query the resulting graph, we define a simple high-level
query language which is translated into an RDF query language (section
9.2). A simple web interface allows a user to input the query, view the
aggregate results, and zoom in on interesting articles (section 9.3). The
system is tested by letting a Social Scientist use the system to reproduce
a number of analyses from the 2006 election study described in section
2.5 (section 9.4).

9.2 Querying the Semantic Network

The previous chapter presented an RDF data model for representing
Semantic Network Data. This model uses RDF reification to represent
‘high-level’ Semantic Network triples using ‘low-level’ RDF triples. If
we want to define patterns on the Semantic Network, wewant to do so in
terms of the high-level Semantic Network rather than the low-level RDF
triples. This makes the task of defining the patterns easier, and makes
sure that the patterns express the intended meaning rather than artifacts
of the chosen RDF representation, allowing us to change the represen-
tation without having to change the pattern definitions (for example, if
context markers become a standard RDF feature).

This section presents a high-level query language that can be used to
define patterns and can be automatically translated into standard RDF
queries. Patterns in this language consist of triples, which can be ei-
ther network triples or background triples. A network triple consists of two
concepts or variables that are related in the Semantic Network. This re-
lationship can be constrained to be positive (+) or negative (-), or can
be unconstrained (_). A background triple links a variable to a concept
or another variable using one of the relations in the ontology, such as
is-a (rdf:type) or one of the partOf relations. For example, suppose we
want to search for internal criticism within parties. This is formulated as
follows:

1 ?ActorA - ?ActorB
2 ?ActorA ont:memberOf ?P
3 ?ActorB ont:memberOf ?P
4 ?P isa ont:party

The first line specifies a negative relation between two variables?ActorA
and ?ActorB; the following two lines require both variables to have a
ont:member Of relation with a third variable, and the last line specifies
the node represented by this third variable to be of type ont:party.
This query language defines relations between nodes, where the rela-
tions can be either background relations or (positive or negative) media
relations, and the nodes can be resources (actors or issues) or variables.
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These queries are automatically translated into SeRQL1, yielding the fol-
lowing SeRQL for the example query:

1 SELECT DISTINCT ActorA, ActorB, P, Qua_1
2 FROM {} net:subject {ActorA_1};
3 net:object {ActorB_1};
4 net:quality {Qua_1};
5 dc:subject {} dc:identifier {ArticleID},
6 {ActorA_1} ont:memberOf {VAR_P_1};
7 net:roleSubject {ActorA} rdf:type {ont:Root},
8 {ActorB_1} ont:memberOf {VAR_P_1};
9 net:roleSubject {ActorB} rdf:type {ont:Root},

10 {VAR_P_1} rdf:type {ont:party};
11 net:roleSubject {P} rdf:type {ont:Root}
12 WHERE (Qua_1 < "0"^^xsd:float)

Themedia relation?ActorA - ?ActorB is translated into subject, qual-
ity, and object relations from the annotation node (lines 2–5). For the
party membership of Actor A, this creates the ont:memberOf relation
on line 6. Line 7 requires that the ActorA_1 variable is a role played
by ActorA, which derives from ont:Root to make sure we select the
actual person rather than an adjunct instance. net:roleSubject is
defined to be reflexive to allow normal relations to be dealt with using
the same query. Lines 8–11 define similar restrictions for the other two
variables, ?ActorB and ?Party. The last line makes sure that the re-
lation is negative. If multiple media relations use the same variables in
the simplified syntax, they would be translated into different variables
(ie ActorA_1 and ActorA_2) to allow different adjunct instances with
the same role subject to be used.

9.3 Searching the News

The query language presented in the previous section was designed to
make it easy to search for patterns in Semantic Network repositories.
To test whether this query language actually helps in conducting anal-
yses for communication research, a prototype web application was de-
veloped. In this application, queries can be performed on the Semantic
Network Analysis of the 2006 parliamentary elections as described in
section 2.5.

Figure 9.1 shows the query screen of the web application. In the top
field, the user fills in a query in the language presented in the previous
section, in this case the ‘internal criticism’ example described earlier. In

1At the time this research was done, the SPARQL query language (Prud’hommeaux and
Seaborne, 2006) was not yet an official W3C recommendation; translating into SPARQL
would be a trivial modification as SPARQL and SeRQL are quite similar.
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Figure 9.1: Querying Internal Conflict with the Web Application

the instantiate field, he or she can select the variables for which the in-
stantiations are shown in aggregate results. The next two input fields
allow the user to view per month, week, or day, and to limit the results
to a specified time period. In the final box the user can select whether to
display (average) quality and whether to show results as a table or as a
graph.

Figure 9.2(a) shows the aggregate results per month without instan-
tiations. In the example, the internal conflict frame occurred very often
(155 and 161 times) in the first two months of the study due to a number
of internal problems in the PvdA, CDA, and VVD. During the next two
months this dropped to 64 and 94 times.

Often, the user will want to knowmore detail than just the frequency:
in which parties did the conflict occur? This is shown by filling in the
relevant variable, ?P, in the instantiate field. Figure 9.2(b) shows this for
the example query for the month of August: VVD had most internal
conflicts (64), with all conflicts being close to maximally negative (-1.0).

By clicking on the icon on the left-hand side, the user can get a list of
articles in which the pattern occurs. For each article, the relevant meta
information is given, as well as the frequency and quality of the pattern.
Inspecting the relevant headlines often gives a good idea of what is hap-
pening in a time period, and is very useful for understanding frequency
peaks. Subsequently, the user can click on the magnifying glass in the
article list. This shows the text of the article itself and a network visual-
isation of the annotation of the article. Figure 9.2(c) shows the text and
network of the article from the earlier example. Rutte and Van Schijndel
are both members of the VVD party; see section 2.4 for an explanation of
the Ideal and Reality nodes. In the network, the edges that matched the
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Ideal
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Rutte
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Reality

-1.0-1.0

(c) Zooming in on a single article†

Figure 9.2: Analysing Internal Conflict: Results
†Rutte expels parliamentarian Van Schijndel from VVD Fraction
THEHAGUE VVD leaderMark Rutte expelled parliamentarian Anton van Schi-
jndel from the fraction yesterday. Van Schijn-...
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pattern are automatically highlighted in this visualisation. This screen
is very useful for gaining a close-up view of what is happening and for
refining the patterns by making sure the matched edges correspond to
what the researcher was looking for.

Finally, the user can also visualise the whole network of instantiated
patterns per time period, by either clicking the network icon next to a
time period or by filling in the ‘visualise’ form field at the top. An exam-
ple of this is given in figure 9.3 in the next section.

9.4 Using the system: Parties in the news

To test whether the system gives meaningful results for actual queries
and that it is usable by non-expert users, the second author of the paper
this chapter is based on (a communication scientist with no background
in Artificial Intelligence) was asked to use the system to replicate two of
the analyses from the original study (Kleinnijenhuis et al., 2007a). Al-
though this is a very informal estimate of the usability, it can indicate
whether the system could be used by users from outside Artificial Intel-
ligence.

9.4.1 Use Case 1: Issue ownership

Issue ownership theory states that a party benefits from news about
owned issues, the issues for which that party is generally seen as the best
actor to solve problems (Petrocik, 1996). For example, social democratic
parties are often seen as owners of social security while right wing par-
ties are seen to own security issues. A hypothesis is that parties will
relatively often make statements about their own issues, in order to in-
crease the visibility of those issues. This hypothesis was tested with the
following query:

1 ?X _ ?I
2 ?X ont:memberOf ?Party
3 ?Party isa ont:party
4 ?I ont:subIssueOf ?Issue
5 ?Issue isa ont:Issue

The frequency of each ?Party – ?Issue instantiation was downloaded
as CSV and combined with pure party visibility (obtained using a sim-
ple query [?X = ?Y, ?X partof ?P, ?P isa Party]) to create table
9.1. This table lists the attention as a column percentage for a selection
of parties: the total visibility (the second column) and the visibility of
statements by that party on four issue groups (columns 3–6).
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The table confirms the hypothesis: the visibility of statements of par-
ties on their own issues are overrepresented compared to their total vis-
ibility. The SP (socialist) and especially the PvdA (social democrats) are
more visible with Social Security issues than their average visibility.2 The
CDA (christian democrats) are more visible with norms and values and,
together with the VVD, with financial issues. The ‘shared’ issue owner-
ships show how these parties were fighting each other over control of
the issue.

Table 9.1: Visibility of Parties and Issue Statements (column percentages)

Issue statements
Social Norms

Party Overall Security & Values Financial Immigration

SP 5.2 5.9 6.8 3.7 0.6
PvdA 21.8 32.5 14.1 19.0 16.6
CDA 39.9 33.1 50.5 44.0 32.1
VVD 31.1 28.0 23.3 32.7 42.8

9.4.2 Use Case 2: Parties and conflict

Conflict news is an important factor in the success or failure of parties
during elections. Conflict can work in two ways, as an opportunity and
as a threat: criticism of opponents provides the party and the members
an opportunity to create a distinct profile, but internal criticism can be
fatal for a party (Kleinnijenhuis et al., 2007a). The following query shows
us the internal and external conflict among the different parties:

1 ?X _ ?Y
2 ?X ont:partof ?A
3 ?Y ont:partof ?B
4 ?A isa ont:party
5 ?B isa ont:party

The results of this query were visualised for the whole period, which
yielded the network in figure 9.3. The dashed lines indicate positive re-
lations and the solid lines negative ones; thicker lines indicate a higher
frequency. As can be seen from the figure, the news was dominated by
the negative relations between PvdA and CDA, the main contenders for
the position of Prime Minister. It is interesting to note that the positive

2See section 2.5 on page 33 for a description of the 2006 elections and the main political
parties.
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Figure 9.3: Conflict between parties

mutual relation between the two competitors on the left wing, PvdA and
SP. In the PvdA and VVD there was a preponderance of internal conflict,
which is seen as contributing to their electoral loss.

9.4.3 Use Case 3: Internal conflict

Internal conflict can be fatal for political parties. A party with closed
ranks is regardedmore stable and more able to manage the country than
a party in which party members are fighting for power. In this section
we will look at the internal praise and conflict in the parties. We used the
following queries:

1 ?X - ?Y
2 ?X partof ?A
3 ?Y partof ?A
4 ?A isa ont:party

1 ?X + ?Y
2 ?X partof ?A
3 ?Y partof ?A
4 ?A isa ont:party

The results of this query, imported into Excel to create a graph, are shown
in figure 9.4. The extensive news coverage about the internal conflict
within the VVD is clearly visible. Although the party members tried
to close ranks and show public support for each other, the attention for
this kind of news lags far behind the coverage focusing on the internal
fights. The same picture, in somewhat milder form, is seen for the PvdA,
where internal criticism of the leadership exceeds the internal praise in
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Figure 9.4: Internal criticism and praise for the major parties

the news. The opposite tendency is seen for the SP and the right-wing
PVV.

9.4.4 Use Case 4: Dynamic Roles and Criticism

If we investigate the source of the criticism of the CDA, we encounter the
interesting case ofMinister of Justice Donner: After a critical report about
a fire in a prison facility at Amsterdam Airport Schiphol, he stepped
down as minister, and he was replaced by Hirsch-Ballin. We want to
investigate the praise and criticism directed at the Minister of Justice. To
check that the system correctly identified the fact that Hirsch-Ballin re-
placed Donner as minister, we create three queries: one for the role of
minister, and one each for the politicians playing the role:

1 ?X _ ont:Donner
2 ?X isa ont:PActor

1 ?X _ ont:HBallin
2 ?X isa ont:PActor

1 ?X _ ?Y
2 ?X isa ont:PActor
3 ?Y ont:leads ont:MoJ

The results of each query were exported and combined into the bar
graph in figure 9.5, showing the total frequency times quality (valence)
of the found statements. The grey bar is Donner, the black bar Hirsch-
Ballin, and the white bar the Minister. As can be seen in the chart, the
white and grey bars are identical until week 37. Fromweek 39, the values
for Minister and Hirsch-Ballin are identical. In week 38, the week of the
change, the bar for Minister is lower than both other bars: apparently,
both politicians were criticised as minister, but praised after stepping
down (Donner) and before being sworn in (Hirsch-Ballin), which is con-
firmed by a per-day analysis (not shown). This shows that the system
correctly handles changing political functions.
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Figure 9.5: Criticism of consecutive Ministers of Justice: Donner and
Hirsh-Ballin

9.4.5 Validation Results

It is difficult to provide a quantitative evaluation of a system as presented
here, but the above use cases provide a qualitative evaluation by a mem-
ber of the target audience. Overall, the user found the system useful and
relatively easy to work with. Especially appreciated was the ability to
‘dig down’ from the aggregate views into the instantiations and all the
way to the underlying articles, which really helps to understand the data
and refine the patterns. Themain drawbackwas the fact that queries had
to be input manually, requiring some training and a thorough knowl-
edge of the underlying ontology. A future version of the application will
provide a graphical user interface for creating patterns, by dragging and
dropping items from the displayed ontology and specifying the required
relations.

9.5 Conclusion

The variables used in communication research are generally abstract (us-
ing general categories or political functions rather than concrete actors or
issues) and complex (representing relations between multiple concepts).
This chapter presented a system in which such variables can be defined
as patterns on the Semantic Network of media data and background
knowledge.

Building on the RDF representation of the Semantic Network as pre-
sented in the previous chapter, we defined a high-level query language
that is automatically translated into RDF queries. A web interface allows
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users to specify the patterns to identify in the news, and view the results
on an aggregate level, and zoom in to view the individual articles, which
is important in order to get a feeling for the data and to refine the pat-
terns. A network-based visualisation gives the user further insight into
the way the articles are coded and which part of the network is matched
by the pattern.

In our perspective, the main limitation of this work lies in the com-
plexity of the representation. Even with our simplified query language,
formulating queries is not trivial and the user needs a good understand-
ing of the ontology to define meaningful queries. Although this is partly
due to the expressivity of the query language and the complex range of
queries that can be defined using it, the complexity can be alleviated by
offering a graphical query interface and allowing users to drag and drop
concepts from the ontology. Also, we can create a ‘menu’ of frequent
query patterns to facilitate getting started with the language.

Together, this and the previous chapter demonstrate how RDF technol-
ogy can be used to solve relatively complex representational problems
in an elegant way, and how an application can be built using this rep-
resentation that offers non-expert users a way to query this data and
browse through the archive. This provides the tools and techniques for
creating large-scale Semantic Network repositories, making it easier to
share and combine data from different domains, time periods, and re-
search groups. Moreover, it was shown how applications such as the
web application presented in this chapter can be created to make these
repositories accessible, allowing communication scientists and other in-
terested users to query for patterns in the repositories and analyse and
visualise the results.
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System Description
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CHAPTER 10

The AmCAT Infrastructure

AmCAT — the Amsterdam Content Analysis Toolkit — is the name for
a set of tools that have been implemented as part of the research de-
scribed in the previous chapters. This system was developed for storing,
analysing, and querying newspaper articles and other media messages.
This chapter gives a description of this infrastructure from the functional
and technical perspective.
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10.1 Introduction

To place the main components of the AmCAT system, the AmCAT navi-
gator and iNet, in perspective, consider the simple workflow illustrated
in figure 10.1. A research project usually starts in the AmCAT Navi-
gator, in which the researcher can create the project, upload and view
documents such as newspaper articles, and conduct exploratory word-
count analyses. From there, the researcher can assign all or some articles
for manual annotation. These articles will then be annotated using iNet,
manually extracting the Semantic Network using a specified ontology
of actors and issues. Alternatively, the researcher can apply the auto-
matic annotation techniques described in part II to extract the Network
automatically. In either case, the result is a Semantic Network contain-
ing the relations extracted from the documents. This combined Network
can then be used for Semantic Querying using the techniques described
in part III, identifying the patterns that are indicators of the theoretical
constructs needed to answer the research question.

The Automatic Annotation and Semantic Querying are described in
parts II and III, respectively. This chapter will describe the AmCATNav-
igator in section 10.2, and iNet in section 10.3. Both these sections are di-
vided into three parts: the first part focuses on the functional description
and requirements of the component; the second part gives an example
use case; and the third part gives a more technical description, focusing
on architecture details and implementation.
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Figure 10.1: Simple Workflow using AmCAT

The AmCAT system described in this chapter is different to the kind
of techniques presented in the previous parts. Parts II and III presented
experimental systems using state-of-the-art techniques fromNatural Lan-
guage Processing and Knowledge Representation, respectively, which
were evaluated for performance and usefulness for answering social sci-
ence questions. In contrast, AmCAT is a collection of mature programs
designed for making content analysis easy and efficient. As the systems
presented in the earlier chapters mature, they will also be included in
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AmCAT in order to make Semantic Network Analysis as accessible and
productive as possible.

The author of this thesis designed and implemented the AmCAT
database and iNet annotation program. Jouke Jacobi implemented the
majority of the AmCAT navigator.

10.2 The AmCAT Navigator and Database

The heart of the AmCAT system is a database containing the documents,
codings, and other data. To manipulate these data, AmCAT contains
a number of ‘scripts’ or small programs to create projects, conduct fre-
quency analyses, and perform Natural Language (pre-)Processing. In
order to make the data and these scripts more accessible, an Intranet
website was created: the AmCAT Navigator.

10.2.1 Functional Design

The AmCAT system was designed to make it easier to manage (large)
content analysis projects. Documents being one of the essential ingre-
dients, an essential aspect of AmCAT is the storing, viewing, and man-
aging of documents from various sources. AmCAT can import multiple
file formats, such as XML and Lexis Nexis text files, and automatically
extracts the metadata such as publishing date and source. In the Naviga-
tor, it is possible to view the imported documents and browse by project,
source, and date.

To enable simple frequency analyses in an efficient manner, AmCAT
includes an index of the imported documents, and allows analysts to
search for keywords and combinations of keywords, and display the
search results graphically and textually. In all cases, it is possible to go
from the results back to the original documents; this is required to check
the results and make sense of them qualitatively. Also, the results are
usable as a document sample for more thorough analysis.

A function of the AmCAT system is to serve as a launching point
for other analyses, such as manual coding or linguistic analysis. Since
not all of these analyses are known beforehand, the system is flexible in
allowing new analyses to be run on selections of documents.

SinceAmCAT serves as the infrastructure for SemanticNetworkAnal-
ysis, it is possible to view and query the extracted Semantic Networks
using the background ontology, regardless of whether the Semantic Net-
work was extracted manually, automatically, or obtained from another
source.
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10.2.2 Using the AmCAT Navigator

In order to demonstrate the usage of the AmCAT system, let us walk
through an example using the Navigator to start a project and conduct
a frequency analysis and assign some articles for manual coding. In this
example, assume that we are investigating the framing of Islam before
and after the 9/11 attacks, using a subset of the corpus described in chap-
ter 5. Figure 10.2 shows the steps we shall follow in this example.

(1) Create Project To start the investigation, we create a new project
called ‘Terror.’ This takes us to the Project Details page, which shows
that the project is empty. On this page, we select Add Documents,
and upload our articles in a zip file. These articles are added to the
database, and the metadata such as publishing date and source are
automatically extracted. Currently, the system supports plain text,
an XML format, and Lexis Nexis raw text files. Figure 10.3 shows
the Project Details screen with the articles loaded. Notice that the
system created a number of batches. A batch is a group of articles
retrieved using the same criteria, for example a search query. This
query is stored together with the batch to ensure that it remains clear
what the selection criteria of the project were. These batches can
be created manually to perform as a form of subdirectories within
a project, and the system will generate them automatically if the
search query is included in the input files.

(2) Select Articles After creating the project, we use the article selection
screen to select all or some of the articles. We can then tabulate
the article frequencies per time interval per medium to make sure
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Figure 10.2: Using the AmCAT Navigator
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Figure 10.3: AmCAT Screenshot: Project Overview

that there are no gaps in the corpus. Article selections can also be
the starting point of other analyses, by selecting the Run Script op-
tion. Via this option, external scripts can be launched that perform
an analysis or preprocessing on documents, such as word counts,
grammatical analysis, or deduplicating sets of articles. Figure 10.4
shows the article selection screen used to index all the articles in
the ‘Terror’ project. Such an index allows for quick keyword-based
searching.

(3) Exploratory Analysis In order to get a good feeling for our data, we
will first conduct a series of exploratory analyses. As a first anal-
ysis, we plot the occurrence of the concepts Islam, Muslim, Terror,
and Crime around 9/11 using simple wildcard searches. To under-
stand the association patterns between concepts, we have two op-
tions: we can create a proximity query, requiring for example Islam
and Terror to occur within 10 words, as illustrated in figure 10.5. In
the form shown in the top part of the screenshot, the user can en-
ter the queries to search for, in this case terror* (any word starting
with terror) within 5 words of musli* or isla* and a similar query for
crime near Islam. Selecting a line graph of search term per year in
the Output options results in the graph shown in the bottom of the
screenshot. This graph shows how the co-occurrence of Islam with
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Figure 10.4: AmCAT Screenshot: Article Selection

both terror and crime increases after 9/11, but the former associa-
tion increases almost tenfold, while the latter approximately dou-
bles. By clicking on any point of the line, a list such as that shown in
the top right hand corner appears, showing the articles comprising
that point, with the option of clicking an article to see the full text
with the search terms highlighted. This ‘going back to the text’ is an
essential feature to make sure that we actually found what we were
searching for, and to find quotes and examples to make sense of the
quantitative findings.

An alternative to proximity searching is creating a cluster map.
This is accomplished by selecting the ‘Cluster Map’ in the Output
options. Figure 10.6 shows such a cluster map for three search terms:
terror*, crim*, and ‘musli* or isla*’. A cluster map shows one dot
for each document that matches the keywords, clustered in circles
each representing the set of keywords that matched the documents
inside it. For example, the large circle in the top left corner contains
125 dots, each representing one document that contained ‘terror’ but
none of the other keywords. The smaller circle to its right is at the
intersection of ‘terror’ and ‘Islam’, and contains the 38 documents
that matched both ‘terror’ and ‘Islam,’ but not ‘crime.’ The circle at
the centre contains the 13 documents that matched all keywords. By
clicking on one of the dots, the text of that documents opens on the



10.2 The AmCAT Navigator and Database 185

����#�=#��Z������

Z�����#�������

%����	��

'������������

+�#��	�������=������

"�����

\��
#��

��%���������
��������

�
�+!��������

�
�+!

�� �� �  ��  � � ��� � �� �� ��� ��� �����

��""�	� '��� ��=#� @	�
� �#����	���
 ����������#������ �

��	
�����
��(�
�#���
,	���	
�����
��(�
�#���
,	� � &����Z���	��# � ��	
��	


������

'�����/�{��{����������X���	�
�/�`�`����������

�#��
��������#���^=�	�������������	���#��#����

������	��-��������&���

�
�+!����.����

����
��
����������������
����������
���������
�����������������������������

�#"��


��������#���
�����	���#�������������������"���
�����	�����		�	��"��#������>�����		�	��
��#������������������	����`

���� ����

����=#���!���"��=#���#������������������������	!�"���	�!�"�	��
&����	��<���"�����##�������	������	�����
���	����
�	��
������
��	#����"�	����#���#��	�����

�|X`|X~``|

�"�	�������������������"������ |~X`�X~``|

�"�	�������������������"������ |~X`�X~``|

$����>%����`$�������!����������	�� |�X`�X~``|

���	�"���������	������ ����������	����	���� |�X`�X~``|

���	�"���������	������ ����������	����	���� |�X`�X~``|

��#�������'����	��>���	���"��	�!���
����$���Z�$�#������������
��"����
�	��!������Z�������#����!��#����������+	�"�����������
������$����	�\����������������"���#���

~`X`�X~``|

'��������	���#�/���������������������/��+�	������������������#�
��	���� ~�X`�X~``|

 ����&������������

�	��*�#������������������ `~X|`X~``|

Figure 10.5: AmCAT Screenshot: Index Search results over time

side, again with the matched keywords highlighted.
Line graphs with proximity searches are a great way to quantita-

tively analyse a fixed set of co-occurrences in large data sets, and
cluster maps are useful for exploring all co-occurrences between
search terms in a smaller sample of documents. For both search
mechanisms, if we have identified an interesting set of articles, for
example the articles containing both Islam and Crime in the week
after 9/11, we can use that article list as a selection in the Article Se-
lection screen discussed above, focusing further analysis on that in-
teresting subset. Additionally, we can save the results as a Comma
Separated Values file to enable easy importing into programs like
SPSS or Excel.

(4) NLP Preprocessing To prepare our data for more sophisticated anal-
yses, we can launch linguistic preprocessing scripts from the Article
Selection screen. For example, POS tagging enables us to create lists
of frequent adjectives in the corpus, or limit our frequency analy-
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Figure 10.6: AmCAT Screenshot: Co-occurrences visualized as a Cluster
Map

ses to only verbs or proper names.1 Especially the latter is very
useful given the frequent use of nouns as last names, such as Bush
in English or Bos in Dutch. Additionally, by lemmatizing the cor-
pus we can search on lemmas rather than conjugated word forms,
thereby increasing the coverage of our search patternswithout need-
ing wildcard queries.2 Finally, we can conduct a full syntactic parse
of the corpus, allowing us to search for syntactic patterns rather than
surface proximity.3 Each of these steps is launched by running the
appropriate script in the Article Selection screen.

(5) Assign for Coding The graphs produced by the exploratory analyses
in step (3) were interesting but did not tell us how the Islam was
framed. For this, we need to conduct a Semantic Network analysis.
The first step of such an analysis is to extract the network, either
manually or automatically. In both cases, we launch a script from
the Article Selection screen based on the selection we made in step

1See section 3.2.2 on page 44
2See section 3.2.3 on page 45
3See section 3.2.4 on page 46
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Figure 10.7: AmCAT Screenshot: Managing coding jobs

(3). In our example, we decided to assign the selected articles for
manual coding, creating a coding job: we specify the coding schema
and ontology to use, and assign it to our coders in sets of 25 articles.
In the coding jobs screen, we can now see these jobs and keep track
of the progress made by the coders, as shown in figure 10.7. Section
10.3 describes how the coders execute this job using iNet.

(6) SemanticQuerying iNet and the automatic extraction programs both
store the codings in the database using RDF, as described in chapter
8. This RDF repository contains both the extracted network and the
background knowledge in the ontology. Using the semantic query-
ing techniques described in chapter 9, we can now look for very
specific patterns in this network. These patterns can be tabulated
or shown as a graph, as illustrated in figure 9.2 on page 170. From
these queries, we can go back to the Article Selection screen, for ex-
ample to zoom in on documents showing interesting patterns and
refine the analysis of these documents.

10.2.3 Technical Design and Implementation

Figure 10.8 shows the general architectural design of the AmCAT sys-
tem. The system consists of two servers, represented by grey rectangles:
the database server hosting the relational and RDF data stores, and the
script server hosting the Navigator and analysis scripts. The right-hand
side grey box represents a client, using either a web browser to access
the AmCAT navigator or iNet (see section 10.3). Additionally, (power)
users can directly access the database or RDF repository to launch cus-
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Figure 10.8: AmCAT System Architecture
The large grey boxes represent computers, the smaller boxes components, and
the cilindrical shapes data stores. The arrows indicate dependencies.

tom queries. For example, SPSS and Excel both have built-in database-
querying facilities, making it possible to extract certain data from SPSS
directly without using the AmCAT navigator.

The Script Server

AmCAT Navigator The AmCAT navigator is a website hosted on an
Apache web server. The functionality is provided using Python scripts,
which access the database directly or by calling other scripts.

Linguistic Analysis The linguistic analysis scripts all obtain their in-
put data from the database and store their results back into the database.
Currently, tokenisation and Sentence Boundary Detection are performed
using regular expressions.4 For POS tagging, both the Tilburg Memory
Based Tagger (MBT Daelemans et al., 2007) and a Brill Tagger (Drenth,
1997) are installed.5 Lemmatisation is performed by taking the most fre-
quent lemma per tag from the CELEX lexicon (Burnage, 1990), using a
Porter Stemmer to guess unknown words (Gaustad and Bouma, 2001).6

Additionally, the Alpino syntactic parser is installed, which creates a de-
pendency graph for each sentence and also performs POS tagging and
lemmatisation.7

Lucene Search Index To facilitate rapid full-text searching, Lucene (an
open source search engine toolkit) is used to create and search through

4See section 3.2.1 on page 43
5See section 3.2.2 on page 44
6See section 3.2.3 on page 45
7See section 3.2.4 on page 46
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indices8. Lucene gets its input directly from the database and stores the
indices on the script server. The Lucene source was modified to return
raw frequencies rather than relevance scores, and to allow combining
wildcard and proximity searches.

Sesame RDF Repository As described in part III, RDF is used to store
the codings and background knowledge. For this purpose, the open
source Sesame RDF Repository (Broekstra, 2005) is installed as part of
the AmCAT system. This repository consists of two components: the ac-
tual Sesame server runs on the script server, and receives queries through
a web interface. For data storage, it uses the relational database on the
Database Server. This has the advantage that all the important data in
the system resides in one place, making for an easier backup strategy.

The Database Server

The AmCAT database is a Relational Database, meaning that the data are
stored in tables with a fixed number of columns. These tables are re-
lated by references. For example, if an article consists of a number of
sentences, the article table would be related to the sentences table with a
one-to-many reference. The databasemaintains referential integrity, mean-
ing that it is impossible to create a sentencewithout an article, or to delete
an article without also deleting the sentences contained in it. SQL, or
Serialised Query Language, is a standardised language for querying re-
lational databases. At the basic level, it allows a user to specify a set of
(related) input tables and select specific rows and columns for output.

The tables in the AmCAT database can be categorised into a num-
ber of distinct but related components. Figure 10.9 gives an overview of
these components, shown as large rounded rectangles. The smaller rect-
angles are the important tables from each component, and the arrows are
the relations between the tables, pointing from the ‘child’ table (such as
sentences) to the ‘parent’ table (such as articles).

Documents A central task of the database is to store the newspaper
articles or other documents that are to be analysed. This part of the
database is fairly straightforward: the articles table contains the metadata
about each article, and the texts table contains the text itself. For each ar-
ticle, multiple copies of the text might be present; currently the system
stores the raw text and optionally a lemmatised version. Articles are cat-
egorised into batches, which contain articles based on the same search
string or other retrieval criteria, and batches are grouped into projects.

8http://lucene.apache.org
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Figure 10.9: AmCAT Database Structure

In the example in the previous section, when we created a new project
in the AmCAT navigator, an entry was added to the projects table. On
adding articles, one entry is created in the batches table for each unique
keyword query, all related to the project entry. Each article added an en-
try in the articles table related to the correct batch and an entry in the texts
table related to the article.

Coding Jobs The codingjobs table contains all jobs that have been as-
signed to users. For each codingjob, the coding schema to be used is
specified by referencing the codingschemas table. For each field in a cod-
ing schema, there will be a related entry in the codingschemas_fields table.
One coding job can consist of multiple sets, each of which has an entry in
the codingjobs_sets table, and related to a user in the users table. The cod-
ingjobs_articles table contains an entry for each article assigned to a coder.
If the same article has been assigned to multiple coders, it will have mul-
tiple entries in this table, each related to a different codingjob_set and to



10.2 The AmCAT Navigator and Database 191

the same article. In the example scenario, we created one entry in the
codingjobs table. For each set of 25 articles, we also created one entry in
the codingjobs_sets table related to that codingjob, and 25 entries in the
codingjobs_articles table related to that codingjob_set.

Codings For reasons of performance and referential integrity, codings
are stored in the relational database and exported to RDF rather than
stored in RDF directly. Although the coding schema allows the specifi-
cation of the table to store the codings in, the default is to use the tables
articles_codings and net_arrows for article- and sentence-level codings, re-
spectively. For each article, one entry is created in the articles_codings ta-
ble related to the codingjobs_articles containing the codings for that article.
Referencing the codingjobs_articles rather than the articles table directly al-
lows the same article to be coded multiple times. For the sentence-level
codings, an entry in net_arrows is created for each NET arrow, related to
the appropriate entry in the sentences table. In both cases, references to
ontologies_resources (and other reference tables) ensures the integrity of
entered codings.

Ontologies The ontologies used by the NET coding are stored in RDF.
However, for each ontology there is a ‘liaison’ entry in the ontologies ta-
ble, and each resource has an entry in the ontologies_resources table con-
taining URL and label.

Linguistic Resources The database contains a lemmata table filled with
all Dutch lemmata from the CELEX database. Additionally, for each
lemma, one or more words are stored along with the frequency of that
word. The thesauri table contains the lemma categories according to
Brouwers’ thesaurus.

Linguistic PreprocessingResults The texts tablementioned above con-
tains the raw text of each article. As will be described below, the AmCAT
system contains a number of preprocessing tools. The sentences table
contains the text split into sentences by sentence boundary detection.
Parses_words contains one entry for each word in the sentence, referenc-
ing the correct entry in the words table. Thus, while the sentences table
contains the actual text, parses_words contains only the word IDs. Finally,
parses_triples contains the triples output by dependency parsing as a de-
pendency relation between two entries from parses_words. Note that this
setup contains redundancy: the sentences, parses_words, and texts tables
all contain the raw text of the article. The reason for using this setup is
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that it does not force all text to be analysed in the same way, maintaining
flexibility at the price of increased storage size.

10.2.4 AmCAT Use and Performance

The AmCAT system is in use for research by the Vrije Universiteit, the
Netherlands News Monitor, and the University of Amsterdam. The sys-
tem has been used to analyse 13 million newspaper articles in 7 lan-
guages, around 100,000 Dutch, French, and British parliamentary de-
bates, 1,500 Dutch television news transcripts, 2,191 surveys with open
questions, and 12 million forum and blog postings. The system has been
actively used by 13 users since March, 2004. The exploratory analysis
functionality has been used for practical assignments in content and me-
dia analysis courses at the Vrije Universiteit, the University of Amster-
dam, and the University of Friedrichshafen (Germany).

Currently, the database server runs Microsoft SQL Server on two 2.7
GHz processors, 4 megabytes internal memory and 3 RAID 10 15,000
rpm SCSI hard disks; the script server runs Debian Linux on a computer
with 2.8 GHz processor and 1 GB internal memory. On this hardware,
creating a frequency per month per source table for the Terror project
described above (167,386 articles) took 2.9 seconds. Creating the index
for this project took around an hour but after the indexing is completed
the keyword query to create the graph took 7 seconds. Lemmatising and
POS tagging speed is approximately 2,000 articles per minute.

10.3 The iNet Coding Program

Ideally, automatic coding would supplant manual newspaper coding
completely. However, performance considerations and the fact that Ma-
chine Learning approaches need training data mean that manual coding
will remain necessary in the foreseeable future. Since the codings needed
for Network Text Analysis are more complex than for most other Con-
tent Analysis methods, the input program iNet was created to allow easy
and efficient coding. This program is a replacement for the earlier DOS-
based CETA program described in De Ridder (1994).

10.3.1 iNet: functional design

iNet was created for the purpose of assisting manual coding using Se-
mantic Network methods. The main focus is on making coding easier
and more reliable. Coders are able to log in, and select documents from
a list of documents they are assigned to code. During the coding, they are
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assisted by automatic completion of fields from the ontology and by the
ability to code quickly using only the keyboard. Errors, such as omitting
a required field, are signalled as such but do not block further coding,
thereby preventing a break in the concentration of the coder (the coder
has to correct the error before closing a document to prevent malformed
data from entering the system). A visualisation of the codings is pro-
vided to help the coder ascertain that the graph he is creating matches
the meaning of the document.

A second goal is workflow support for the analyst bymeans of a tight
integration with the AmCAT database. Documents can be assigned to
coders using the AmCATNavigator, and codings are immediately stored
in the AmCAT database so that the analyst can check progress and view
results immediately, without having to send around documents and col-
lect and read result files. The results can be exported to CSV in the Am-
CAT navigator or directly retrieved from the database using SPSS or Ex-
cel.

The third goal in designing iNet is flexibility with regard to the cod-
ing schema. For each coding job, a coding schema can be defined that
specifies which fields have to be coded at the article level and at the sen-
tence level, and what values are valid for each field. Hence, iNet can eas-
ily be used for content analysis methods other than Semantic Network
Analysis: it can be used for any method that requires certain variables
to be filled in for certain units, in other words, practically every thematic
content analysis method. When a coder selects a job, the schema is au-
tomatically determined from the job definition and the right fields are
displayed, minimising the possibility for confusion by the coder.

A fourth design goal is extendability of the application. Although the
second goal requires the application to integrate tightly with the AmCAT
system, iNet is designed to make it possible to extend this to other sys-
tems or to standalone operation by creating new plug-ins9 to handle ar-
ticle input and coding output. Moreover, it is possible to add extensions
for including non-textual material such as video or pictures, or defining
new kinds of coding fields.

iNet was explicitly not created to perform automatic content analysis
or to perform project or document management or analysis; in that sense
it is more narrow than many other software packages.10 It is assumed
that iNet is used in conjunction with AmCAT or an equivalent infras-
tructure, although iNet could be used on its own on smaller projects.

9See page 200
10See section 2.6 on page 35
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10.3.2 Using iNet

Section 10.2.2 showed how the AmCAT Navigator can be used to search
through documents and select interesting sets of documents for further
analysis, such as manual analysis using iNet. Suppose that we have de-
cided to manually code a selection of articles, for instance the articles
on the day after 9/11 containing muslim* in the Washington Post. In
the Article Selection screen, we can create a Coding Job in a similar way to
creating a new index. For a coding job, we select the relevant articles,
specify the coder(s) to receive the job. The current job only has 6 articles.
For larger jobs, the script can break the job into smaller sets, for exam-
ple 25 articles per set. This creates coding sets of a manageable size, and
makes it easier to (re)distribute articles among coders. We also specify
the coding schema to be used, in our case a normal NET schema with an
appropriate ontology for the coding. Since we are interested in looking
at the wayMuslims are framed post-9/11, the ontology contains relevant
societal and political actors and a number of labels, such as citizen, crim-
inal, and terrorist, that can be applied to actors. This ontology has to be
created in RDF externally, for example in an ontology editing tool such
as Protege (Knublauch et al., 2004). Once the job has been set up, a coder
would roughly follow these steps in iNet:

(1) Login Screen The selected coder logs on using iNet (figure 10.10a)
(2) Job List The coder sees the jobs that have been assigned to him or her,

including the job created above. As shown in figure 10.10b, each job

(a) Login Dialog (b) Job List Dialog

Figure 10.10: iNet Screenshot: Login and Job List dialogs
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is listed together with the total number of articles and the number
of articles that have already been coded.

(3) Articles When the coder selects a job to code, the main iNet screen
is loaded. Figure 10.11 shows the top half of this screen. The Arti-
cles view on the left-hand side shows the articles contained in this
job, and whether those articles have already been coded. The right-
hand side shows the text of the selected article, split (unitised) into
sentences for coding.

(4) Coding EditorDouble-clicking one of the articles in the Articles view
opens a new coding editor tab for that article, shown in the left-hand
side of figure 10.12. The top half of the editor contains sentence-level
codings, in this case only relevance and a comments field. The bot-
tom half contains the sentence-level codings, i.e. the source, subject,
quality, type, and object of the NET triples. Each triple is connected
to a specific unit (sentence). During coding, that sentence is high-
lighted in the Text view to avoid mistakes. A network visualisation
of the codings is displayed in the Visualiser view, as shown in the
right-hand side of the figure. This view is updated during coding to
allow the coder to check whether the network matches his reading
of the article.

(5) Coding The coder can code the selected article by filling in the rel-
evant values in the bottom half of the iNet screen. When a coder
starts typing, iNet suggests possible completions from the ontology,
as shown in figure 10.13. If an unknown object is used, iNet signals
an error by colouring the relevant cell dark red and the whole row
light red, such as the ‘sdfg’ value in unit 2.1 in the screenshot. In
the right-hand side of the screenshot, the Ontology view is shown.
This view contains a searchable tree representation of the ontology.
In addition to typing in a name, the coder can also click the ellipsis
(...) button to open a dialog containing the same representation as

Figure 10.11: iNet Screenshot (top half): Articles and Text Views
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Figure 10.12: iNet Screenshot (bottom half): Coding Screen and Visual-
izer

the Ontology view, whereby the coder can go through the tree and
select the appropriate object. All coding can be done either with the
mouse or the keyboard.

(6) Save After finishing coding, the user can save the codings to the
database by clicking the Disk icon shown in the top of figure 10.11.
To prevent invalid codings from entering the database, codings can
only be saved if there are no errors in the coding.

Figure 10.13: iNet Screenshot (bottom half): Autocomplete andOntology
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10.3.3 iNet technical implementation

The following sections provide some details on the technical implemen-
tation of iNet, especially the integrationwith the AmCATdatabase struc-
ture, the internal plug-in structure of iNet, and the possibilities for ex-
tending iNet.

iNet and the AmCAT Database

Figure 10.14 visualises the iNet workflow and its integration with the
AmCATdatabase, following the same steps as in thewalk-through above.
Net_arrows is highlighted as the central table containing all sentence-
level codings and to avoid confusingly crossing lines in the figure. The
article-level codings contained in articles_codings are used identically to
the net_arrows, and have been left out of the picture for clarity.
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Figure 10.14: iNet Workflow and Integration with AmCAT
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(1) Login Screen The session begins with a user connecting to the Am-
CAT database and logging onto the system. The user is authenti-
cated using the authentication mechanism of the database.

(2) Job List After the user logs on, the table codingjobs_sets is used to
show the list of coding jobs that are assigned to him or her. This
information is joined with net_arrows to show whether the jobs have
already been coded.

(3) Articles After selecting a job, the articles are loaded from the articles
table. The sentences comprising each article are also loaded from
the sentences table (not shown).

(4) Coding Editor When the editor is opened for a specific article, the
codings are loaded from the net_arrows table. Moreover, the cod-
ing_schemas table is consulted to determine which fields to display
for the article- and sentence-level codings.

(5) Coding During coding, the input is validated according to the infor-
mation from coding_schemas. For the fields linked to the ontology,
such as NET subject and object, the RDF repository containing the
ontology is used to display the tree representation, validate input,
and suggest completions.

(6) Save When the user saves codings, the input is validated as above,
and the new codings are stored in the net_arrows table.

iNet Architecture and Implementation

iNet is written in Java using the Eclipse Rich Client Platform (RCP). In
Eclipse RCP, code is organised in units called plug-ins, which can contain
one or more Java packages and other files such as graphical resources.
Plug-ins can be coupled together in two ways: one plug-in can import
the other plug-in, creating a tight coupling where the importing plug-
in is dependent on the imported plug-in and can use all of its public
classes and interfaces. Alternatively, a plug-in can define an extension
point, essentially an interface declaration. Another plug-in can then ex-
tend the previous plug-in by implementing that interface. This creates a
loose coupling, where the plug-in defining the extension point can inter-
act with the extending plug-in without knowing which plug-ins actually
do the extending. For example, by copying a new plug-in into the iNet
directory that extends the Eclipse Views extension point, a new viewwill
show up in iNet the next time it is launched, without modifying the rest
of the program.

Figure 10.15 shows the main plug-ins that iNet consists of, the black
arrows indicating imports (tight coupling) and the grey lines represent-
ing extensions (loose coupling). In the bottom left corner is the org.
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Figure 10.15: iNet Plug-in Structure and Dependencies

eclipse.ui plug-in, which is a built-in Eclipse plug-in that takes care
of a large part of the User Interface. In particular, it provides three rele-
vant extension points, Actions, Editors, and Views. Actions represent user-
initiated actions such as menu options and toolbar buttons. Editors and
Views are the main components of the Eclipse RCP interface, where edi-
tors such as the main coding editing screen in iNet are meant for editing
a unit of data, and views give additional information on the data cur-
rently being edited, such as the view that shows the text being coded. Di-
rectly above org.eclipse.ui is the inet11plug-in, which is the main
application plug-in. inet is responsible for launching the applications
and communicating with the other plug-ins. For this, it imports the
inet.modelplug-in, which is an interface description of the datamodel
behind iNet, defining concepts such as an Article and a Coding. As can
be seen from the many arrows directed at inet.model, this plug-in
is imported by almost all plug-ins and provides the shared vocabulary
needed for interaction. Apart from a tight coupling with the model, the
main inet plug-in also defines two extension points, editor and fieldhan-
dler. By extending the editor extension point, a plug-in can register it-
self as an editor for certain document types. The inet.editor plug-in,
shown above the inet plug-in, provides the default editor implementa-

11This is actually the nl.contentanalysis.inet plug-in, but for the sake of read-
ability the nl.contentanalysis is omitted for all plug-ins
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tion, which shows the article codings as fields and the sentence codings
as a table. Fieldhandler extensions define how to handle specific fields
within an editor. Actually, this is a set of three extension points: cod-
ingschemahandler can provide functionality at the schema level; coding-
fieldhandler extensions provide the (de)serialising functionality needed
to turn the persisted code value into a useful object; fieldeditors provide
editors to show and manipulate these objects. For example, for the ar-
row type choice field, the schema handler implements the logic that it
has to be evaluative if the coded object is Ideal, which is an inter-field
dependency. The field handler converts the integer value stored in the
database into an object representing the correct value. Finally, the field
editor shows the label in the editor, and provides a drop-down menu if
the user edits the field. The handlers for the default field types, such as
texts, numbers, and choice fields, are defined in the inet.handlers
plug-in, which extends these extension points. Due to the interaction be-
tween these extension points, they are generally extended together and
shown as one point in the Figure.

The other plug-in extending the fieldhandler extension points is the
anokonet plug-in. This plug-in handles the interaction between the
AmCAT system and iNet, and defines the ontology field used for the
subject and object fields. Moreover, using the generic plug-in anokodb,
it takes care of retrieving data from the database and saving new codings.
In the upper left corner, inet.connectaction provides the ‘Connect
to AmCAT’ action, and calls the inet.anokonet plug-in to retrieve the
selected job and start the coding process. On the right-hand side of the
figure, there are two plug-ins that provide the ontology functionality.
polon.model is a general ontology model, and polon.rdf provides
an implementation of this model based on rdf.

Finally, there are four plug-ins in the centre of the figure which pro-
vide additional iNet views. inet.images is used for displaying images
associated with documents, such as newspaper photographs. It imports
the anokodb to obtain the images from the database. videoview is
used to display video fragments stored on a local medium, and allows
timestamps to be inserted into the coding editor. polon.ui provides
the tree-view ontology display shown in the bottom right-hand corner of
figure 10.13. inet.visualizer shows the graph visualisation shown
in the bottom of the screenshot, importing the ontology model for the
ontology-based aggregation.

Customisability

iNet was developed with the NET method in mind. However, it was
also designed to be easily customisable. At the simplest level, all views
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and coding editors can be moved around, resized, and maximised by the
user. This makes it possible to compare the codings of different coders of
the same article by the researcher or supervisor by loading different jobs
at the same moment.

A more substantial area of customisability is the coding schema. In
that schema, the researcher can specify the fields to be coded for each
job, including field type and possible values. iNet will automatically dis-
play the right fields for each job when the user connects to the database.
This makes it easy to manage multiple projects with different coding re-
quirements, such as extra fields or article-level codings, without needing
different versions or configurations of the client program.

Another method for customising iNet is writing plug-ins. In fact, a
large part of the basic functionality comes from a set of existing plug-ins.
The program contains three main hooks for plug-ins:

Data Connection The current version of iNet is tightly integrated with
the AmCAT system. However, this integration is mainly located in one
plug-in that handles connecting to the database and loading and saving
the internal data structure. It is possible to write a plug-in to load and
save text and codings from other formats, such as XML, plain text, or MS
Access databases, allowing for standalone use of iNet. These plug-ins
are activated by menu commands, currently File→Connect→Connect to
AmCAT.

Additional Views The screenshot shown above contains views that
show the article list, the text of the current article, the ontology, and a
network visualisation. A plug-in can contain a new view, and link it to
the article currently being coded. For example, extra views have been
made that show pictures and videos linked to the articles and, for the
videos, allow the current timestamp to be inserted in the current code.

Annotation Plug-ins The final type of plug-ins deal with the way cod-
ings are displayed and edited. In fact, each of the data types in a coding
schema describe which plug-in to use for displaying and editing a field.
Thus, it is possible to create a new field type and write a custom editor
by writing one plug-in and modifying the coding schema. Additionally,
the coding schema can specify a plug-in that can contain project-specific
logic at the level of codigns rather than fields. For example, the NET
coding plug-in has special rules for interaction between the subject, type,
and object fields.
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10.3.4 iNet Use and Performance

The first version of iNet dates from 2002. iNet 2.1, the version described
in this chapter, was written in 2006 and has been used for the 2006 elec-
tion study, the analyses by the Netherlands News Monitor, and for var-
ious small studies. In total, over 150 thousand NET triples have been
coded by 37 different coders. During the 2006 election project, more
than 10 coders would regularly be coding simultaneously. The query
to directly extract the almost 40,000 triples from the 2006 election study
and the associated metadata and issue and actor categorisation executes
in 3.5 seconds.

10.4 Conclusion

This chapter described the AmCAT system, consisting of the AmCAT
navigator and database and the iNet coding program. The AmCAT nav-
igator is an easy-to-use web-based interface to the AmCATdatabase con-
taining documents with associated metadata and codings. The naviga-
tor is also used to conduct exploratory analysis, linguistic preprocess-
ing, and to assign documents to be coded manually. iNet is a program
for manual coding specially designed for Semantic Network Analysis.
Taken together, AmCAT is a mature and user-friendly system for man-
aging and conducting content analysis.



CHAPTER 11

Discussion and Conclusion

In the social sciences, Content Analysis is used to analyse messages such
as newspaper articles as part of studies into the interaction of the mes-
sage with its social context: Why was it sent? How is it interpreted?
How will that affect the receiver? Semantic Network Analysis is a Con-
tent Analysis technique that works by extracting a network of relations
between objects, such as political actors and issues, and deriving the an-
swer to the research question from that network. The goal of this the-
sis was to investigate whether it is possible to leverage recent advances
in Natural Language Processing to facilitate the automatic extraction of
Semantic Networks from textual messages, and to use Knowledge Rep-
resentation to represent these networks and combine them with back-
ground knowledge about the actors and issues involved in order to an-
swer relevant research questions by querying the network. In particular,
the thesis tried to answer two Research Questions:

RQ1 Can we automate the extraction of Semantic Networks from text in a way
that is useful for Social Science?

RQ2 Can we represent Semantic Network data in a formal manner and query
that representation to obtain the information needed for answering Social
Science research questions?

As summarised below, this thesis gives a positive answer to both re-
search questions. TheNatural Language Processing techniques described
and implemented in part II allow the automatic extraction of Semantic

203
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Networks with sufficient accuracy to provide valid answers to Commu-
nication Research questions. The RDF-based Knowledge Representation
described in part III allows both the extracted Semantic Network and the
background knowledge to be formally represented, and research ques-
tions can be expressed as queries or patterns over this representation and
can be automatically identified.

This represents an important contribution to the field of Content Anal-
ysis. The automatic extraction of Semantic Networks takes automatic
content analysis to a new level, showing that automatic analysis is fea-
sible for more than simple word counting. This makes it possible to
answer research questions automatically that previously required costly
manual analysis. The representation and querying of the extracted net-
works show how a single extracted network can be used to answer dif-
ferent research questions by combining the networkwith the appropriate
background knowledge. Moreover, the clear semantics of the represen-
tation and the queries make it easier to share, combine, and improve the
extracted networks and the queries used to answer research questions.

Additionally, the techniques described in this thesis can play an im-
portant role in bringing quantitative communication science closer to the
public. Automatic analysis makes it possible to quickly analyse news-
paper coverage of important (media) events, creating timely empirical
data to contribute to the often quick and intense public debates such
events evoke. Moreover, the representation and querying techniques
make these empirical data more accessible, allowing interested parties
to search the news semantically rather than by using keywords, making
it easier for empirical evidence to be used in public debate.

Summary

In part I, chapters 2 – 4 provided some background material on the
fields that this thesis draws on: Content Analysis, Natural Language
Processing, and Knowledge Representation. Chapter 2 also defined Se-
mantic Network Analysis as a Content Analysis technique. Figure 11.1,
replicated from figure 1.1, summarises the process of Semantic Network
Analysis: From the sourcematerial, a network representation is extracted
either manually or automatically. This network representation contains
the relations between objects such as actors and issues and represents the
text as closely as possible. Subsequently, this representation is queried to
answer the social science research question. This querying uses back-
ground knowledge to aggregate the actors and issues in the network to
more abstract concepts, and operationalises the research question as a
pattern on this abstract network. In this way, the extraction step is in-
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Figure 11.1: Semantic Network Analysis (replica of figure 1.1)

dependent of the research question and separate from a querying step,
which is in turn independent of the extraction. This makes it easier to
combine, share, and reuse both Semantic Network data and the queries
and background knowledge used to operationalise the research ques-
tion.

Part II investigated the first research question: can Semantic Net-
works be automatically extracted from text? Chapter 5 showed how
co-occurrences between actors and events based on conditional read-
ing probability can be interpreted as a simple association-based Seman-
tic Network. Additionally, it showed how parts of this network can be
interpreted as Associative Frames, embedding automatic extraction in
the theories of Framing and second-level Agenda Setting. In Associative
Framing, association is operationalised as conditional reading chance:
The association between concepts A and B is the chance of a random
message containing B given that it contains A. This operationalisation is
a simple, asymmetric measure that is easy to interpret. Finally, a case
study of globalisation and localisation of the news coverage of terrorist
events showed how these associative networks can be used to answer
relevant social science research questions.

Chapter 6 enriched this Semantic Network by using patterns over
grammatical relations to distinguish between the source, agent (seman-
tic subject), and patient (semantic object) roles. This creates a directed
Semantic Network, which can be used for answering research questions
that require distinguishing the acting and receiving objects in an asso-
ciation. To test the accuracy of this extraction, the output of the system
was compared to a manual Semantic Network analysis of the Dutch 2006
parliamentary election coverage (Kleinnijenhuis et al., 2007a). At the sen-
tence level, the similarity was acceptable but left room for improvement.
Additionally, the automatically and manually extracted networks at the
level of analysis were compared for a number of substantive hypotheses
concerning media authority. At this level of aggregation, performance
was good. Moreover, the results of modelling media authority using a
number of independent ‘real-world’ variables were compared, and the
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model outcome was highly similar for the manually and automatically
extracted networks. This means that extracting the directed network us-
ing syntactic patterns is feasible and immediately useful for communica-
tion research, provided the level of aggregation is high enough.

The last enrichment to this network was done in chapter 7, where
Machine Learning techniques from Sentiment Analysis were used to de-
termine whether a relation is positive or negative. This creates a signed
network that can be used for various communication research questions
dealing with issue positions or support and criticism. In order to test
these techniques, the automatically extracted signed network was again
compared to the manual Semantic Network Analysis of the Dutch 2006
elections. Similar to the directed network, performance at the sentence
level was acceptable but left room for improvement, and performance
was significantly better than chance or a simple baseline system. Perfor-
mance at the level of analysis was tested by reproducing a number of
analyses from Kleinnijenhuis et al. (2007a), and performance was good
in the majority of cases. As above, this showed that signed networks can
be automatically extracted from text sufficiently well to answer interest-
ing communication research questions, as long as the unit of analysis is
large enough.

The second research question, whether the extracted networks can
be formally represented and queried to answer relevant social science
research questions using Knowledge Representation techniques, was in-
vestigated in part III. Chapter 8 examined the representation problem:
How can Semantic Networks be represented in RDF, especially regard-
ing meta statements (statements about statements) and temporal roles?
Meta statements are necessary since the primitive of Semantic Networks
is a relation, about which additional information needs to be expressed,
such as connection strength, quoted source, and metadata such as pub-
lication date. Temporal roles are needed in the background knowledge
since the roles played by actors, such as political functions or partymem-
bership, are very important in interpreting the network, and these roles
are not static, especially not in longitudinal research. Although RDF does
not directly allow meta statements and temporal roles to be represented,
both can be expressed using a variety of more complicated structures.
It was decided to use RDFS reification for meta statements and adjunct
instances for temporal roles. Custom RDF reasoning was used to ac-
tivate the correct roles depending on the publishing date of the coded
text. Finally, this chapter described the background ontology used in the
2006 election study, showing how the temporal roles and amultiple issue
hierarchy can be used to represent the necessary political background
knowledge.

Chapter 9 addressed querying the representation of the Semantic Net-
work described in chapter 8 to answer social science research questions,
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for example on patterns of conflict or cooperation between actors or is-
sue position made by actors. To hide the complexity of the reification and
adjunct instances from the user, a custom querying language was devel-
oped on the Semantic Network relations and background knowledge,
and queries in this language were automatically translated to standard
RDF queries. A prototype web application was developed to execute
such queries on the 2006 election study data. The results can be seen
on the aggregate level or on the level of individual objects and articles.
Moreover, the matched relations can be visualised as part of the overall
network of individual articles or as a standalone network. By duplicat-
ing a number of analyses from the original election study, it was shown
that the queries can be used to obtain the answer to the research ques-
tions posed in an actual study.

Finally, chapter 10 in part IV presented the AmCAT and iNet pro-
grams. AmCAT (Amsterdam Content Analysis Toolkit) is a document
database and management system that can be used to manage content
analysis projects, conduct keyword-based (exploratory) analyses, assign
documents to coders for manual coding, and launch programs to con-
duct linguistic preprocessing and automatic coding. iNet is a manual
coding program that aims to make coding accurate and efficient by in-
tegrating tightly with the AmCAT system, allowing autocompletion and
schema-based validation, and immediate visualisation of the resulting
network for checking whether the coding matches the meaning of the
document. In contrast to the experimental or prototypical programs cre-
ated in parts II and III, these programs are relatively mature and already
in use for research and education by a number of scholars at different
universities.

Discussion

This thesis has shown how existing techniques in Artificial Intelligence
can be used and adapted to aid the extraction, representation, and query-
ing of Semantic Networks. This is an important step forward for Se-
mantic Network Analysis, and represents a contribution to the study of
communication in the social sciences. This section will discuss some of
the decisions and consequences regarding automating the extraction of
Semantic Networks and representing and querying them.

Evaluating Performance

In chapters 6 and 7, performance was measured by comparing the au-
tomatically extracted Semantic Networks to existing manually extracted
networks. In such a comparison, the manual analysis functions as a Gold
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Standard. This raises the questions of what metric should be used to cal-
culate performance. In manual Content Analysis, reliability is generally
assessed by comparing the output of two different coders on the same
material. Two popular metrics for reliability are Krippendorff’s alpha
and Cohen’s kappa. These metrics, however, assume a situation of com-
paring two (fallible) coders, and no source of ‘true’ codings. Since it is
assumed that the Gold Standard is correct, these metrics are not neces-
sarily appropriate. In Machine Learning or Statistical Natural Language
Processing, performance is often measured as an F1 Score.1 This score
is independent of true negatives, which are often not informative, and
does not correct for chance agreement. The scores attained by a system
are often compared to existing systems, or to baselines established by
purely guessing the answers or by very simple systems.

A second question on evaluating performance is: How good is good
enough? Authors such as Landis and Koch (1977, p.165) and Krippen-
dorff (2004, p.241) give a tentative indication for how high the reliability
should be to consider the coding to be sufficiently reliable. In Machine
Learning, the goal is generally to improve on existing systems rather
than judging whether a system is ‘good enough’, so the performance
increase is more important than the absolute performance of a system.
Most of the F1 scores calculated in the referenced chapters are around the
minimal reliability considered acceptable, so the guidelines cited above
do not give a conclusive answer, even if it is assumed that F1 scores can
be directly compared to alpha or kappa scores. The performance is better
than chance, possibly acceptable, and certainly not perfect.

Amore informative way of judging whether the performance is good
enough involves thinking about what it is supposed to be good enough
for. This brings us back to the criterion defined in the introduction: The
extraction techniques need to perform sufficiently to give a valid answer
to relevant social scientific research questions. This can be translated
into requiring that the answer to the research question based on the au-
tomatically extracted network should be highly similar to the answer
derived from the manually extracted network: Performance should be
measured at the desired level of analysis (cf. Krippendorff, 2004, p.292).
For general-purpose techniques such as the ones presented in this the-
sis, this means that performance needs to be tested on a collection of
questions that are representative of the questions the techniques will
be used to answer. Both chapter 6 and chapter 7 present a variety of
research questions and determine the correlation between the answers
from the automatically and manually extracted networks. In most cases
the results were very promising, but in some cases the automatic analy-
sis deviated substantially from manual analysis. Three factors are most

1See section 3.4 on page 49
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important in determining the performance at the level of analysis: The
performance of the underlying system, the degree to which the errors
are systematic, and the granularity (i.e. number of units of measurement
that were aggregated in each unit of analysis). In general, the better the
system performs at the unit of measurement, the more the errors made
by the system resemble white noise, and the more units of measurement
are aggregated to form one unit of analysis, the higher the correlation
will be.

A final question regarding evaluating performance is whether the
manual coding is a good Gold Standard. Inherent in Content Analy-
sis is that coders need to do some interpreting of the texts, and texts are
often ambiguous to begin with. Thus, even if the system were perfect, it
would not necessarily be in perfect agreement with coders. Standard re-
liability tests of the human coding give an indication of their agreement,
but they could agree on the wrong decision by convergence during train-
ing or due to mistakes in the codebook. That texts are ambiguous means
that sometimes two different answers can both be acceptable. Two ap-
proaches to overcome these problems are expert judgements and mea-
suring predictive validity. By asking domain experts whether the auto-
matic codings are acceptable, it is possible to circumvent the problem of
different correct codings for the same text. Predictive validity requires
testing whether the measured quantity can be used to successfully pre-
dict another quantity that is measured independently, such as opinion
polls. Chapter 6 conducted two relatively simple tests to measure ex-
pert judgement score and predictive validity, and attained good scores
on both measures.

Improving Performance

Chapter 6 presented a rule-based system to derive semantic roles from
the syntactic structure of sentences. The performance of such systems
can be improved by spending more time developing and testing the
rules. The literature in Natural Language Processing, however, suggests
that there is a limit to the efficacy of rule-based systems (e.g. Manning
and Schütze, 2002, p.3,15–19): Language is riddled with ambiguity and
complexity, and rule-based systems soon become so complex that it is
very difficult to improve one part without causing unintended degrada-
tion in another part. A possible solution to this problem is usingMachine
Learning to learn or improve the rules, and since there is a good amount
of training data available, this is probably the most promising direction
to take. One possibility is to use a transformational approach as used in
the Brill Part-Of-Speech tagger (Brill, 1995; Manning and Schütze, 2002,
p.362), where error correction transformations are learnt on top of the
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output of the rule-based system. A more pure machine-learning ap-
proach could be similar to the opinion detection and attribution by Choi
et al. (2006)2, or viewing the problem as a graph transformation task
(from syntax graph to semantic role graph), and using techniques such
as described by Jijkoun (2007).

Chapter 7 presented a system to determine the polarity of relations
based on Machine Learning techniques. For improving the performance
of Machine Learning systems, two aspects are important: The features
of the texts that are used by the learner, and the size and quality of the
training corpus. Chapter 7 listed a number of possibilities for improv-
ing the feature set, which should lead to improved performance. The
largest gain, however, is probably in improving the training corpus. The
work presented in chapter 7 was based on a selection of statements from
the Dutch 2006 election study. Previous research at the Vrije Universiteit
and University of Amsterdam resulted in a number of other Semantic
Network data sets that could be combined with the 2006 elections: the
election studies of 1994 – 2003 as described in Kleinnijenhuis et al. (2003,
1998, 1995), the Dutch campaigns for the referendumon the EU constitu-
tion (Kleinnijenhuis et al., 2005), a longitudinal investigation of economic
news (Kleinnijenhuis et al., 1997), the Bosnian war coverage described in
Ruigrok (2005), a content analysis conducted for the Dutch government
(Kleinnijenhuis and Van Hoof, 2008), content analyses on the coverage
of the affairs around Princess Mabel Wisse Smit, Ayaan Hirsi Ali, and
Geert Wilders in the Netherlands (Scholten et al., 2007). If these data
sets can be combined, it would result in a data set of over 250,000 triples
spanning more than a decade and on various (mostly politics-related)
topics. Creating this combined data set is not a trivial task, however.
This is partly because the vocabulary used in those data sets have to be
aligned with the ontology described in section 8.4. A second problem
concerns matching the statements to the text. In all cases, the nodes and
relations in the Semantic Networks are not matched to the words in the
text3. For the earlier data, the statements are not evenmatched at the sen-
tence level: The data contains the metadata such as headline and date of
the newspaper article it is derived from, but it does not contain a sen-
tence identifier. Moreover, the articles have to be obtained and matched
using the metadata, which is not always possible, either due to errors or
omissions in the metadata, or simply because the articles are not avail-
able digitally, which is especially problematic for the older articles. If this
combined data set can be created, it can be expected to greatly enhance
performance of the Machine Learning methods, as it would represent a
forty-fold increase in training data; even if only the more recent studies

2See section 7.4 on page 122
3See section 7.5.3 on page 129



211

can be combined and matched with the original texts, the resulting data
set will still mean a tenfold increase in training data.

Generalisability

The question of generalisability is whether the techniques presented in
this thesis will also work for other domains, languages, and research
questions. The choice of domain and language have already been dis-
cussed in the introduction: The systems presented in chapters 6 and 7
cannot be directly used for languages other than Dutch, and might not
perform as well on texts other than political newspaper articles. How-
ever, since not many assumptions are made that are specific to newspa-
per styles, the system can still be expected to perform reasonably well
on other texts, such as parliamentary debates. Moreover, part of the
domain-specific information, such as the names of relevant actors, func-
tions, and issues, is derived from the ontology. Hence, if a good ontology
is made for other domains, the system should also perform well on texts
from those domains. Whether these expectations hold true should ul-
timately be determined empirically. In terms of language, even though
the currently developed system will certainly not work for other lan-
guages, the techniques presented in those chapters can be used to create
new systems for other languages, provided the preprocessing tools and
training data are available. Moreover, showing that systems with accept-
able performance can be developed for Dutch makes it quite likely that
such systems can be developed for other languages, as the amount and
quality of resources for a number of major languages is at least on the
same level as those for Dutch. Finally, the performance at the level of
analysis reported in those chapters is determined on a limited number
of use cases and research questions. Although those questions were not
selected to be easy to answer, it is an open question whether these per-
formance results are generalisable to other research questions.

Representing Semantic Networks

In addition to automatically extracting Semantic Networks, a second
contribution of this thesis was showing how Knowledge Representation
techniques can be used for formally representing Semantic Networks
and associated background knowledge. In particular, the Resource De-
scription Framework (RDF) and RDF Schema were used, with reification
to describe the NET triples, adjunct instances to represent temporal roles,
and query translation and custom reasoning to allow the analysis of the
Semantic Network with simple but powerful queries. This shows how
RDF and RDF tools can be used successfully for representing complex
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information, and using that representation for solving the problem of
constructing theoretic variables from Semantic Networks for social sci-
ence research.

However, as already indicated by the need for custom reasoning and
query translation, non-standard constructs had to be used in RDF to rep-
resent the desired information. By using these non-standard constructs,
the semantics of the information is no longer explicit: A third party in-
terpreter will not be able to understand the temporal roles used in our
ontology, and, due to the problems with RDFS reification, most inter-
preters will not be able to leverage the NET graph described using reifi-
cation. This implies that standard RDF tools for editing the temporal
roles in our ontology or for visualising the Semantic Network cannot be
easily used: As the tool does not understand our custom constructs, it
can only show or edit the low-level RDF structure, rather than the im-
plied semantics of the higher-level Semantic Networks.

These problems are caused by needing to represent statements about
statements or metastatements: RDF triples are used to represent NET
triples, and extra information needs to be added to those triples, such as
the temporal validity of roles and quantitative aspects of NET triples4.
This is a general problem in using RDF to describe RDF graphs, and ide-
ally, it should have a general solution. This requires a good standard for
RDF metastatements, allowing for representing the different semantics
of different use cases, such as describing graphs and adding information
to triples. If the RDF community can devise a standard for represent-
ing this information, either by extending the RDF standard or by using
distinguished vocabulary, more aspects of Semantic Networks can be ex-
pressed with a standardised meaning. This makes it easier to combine
data with third parties, and the tools for tasks such as editing an ontol-
ogy with temporal roles, or visualising graphs described in RDF, can be
shared and reused.

The road ahead:
opportunities for communication analysis

In Semantic Network Analysis, networks of objects (such as actors and
issues) are extracted from text either manually or automatically. By for-
mally representing these networks and combining them with appropri-
ate background knowledge, they can be queried to answer various re-
search questions using different queries or object categorisations. This
allows for the reuse and combination of data from different studies, and

4See section 8.2 on page 147
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the sharing of data between different researchers or research groups even
if the questions these researchers are interested in vary. Because the data
sets from different studies can be combined, in effect, this creates a large,
shared, distributed Semantic Network data repository. Creating such a
repository will have great benefits for analysing communication.

To convince communication scholars to use Semantic Network Anal-
ysis and make their data available, this has to be made as easy and re-
warding as possible. As described above, both iNet and the AmCATnav-
igator are open source and available free of charge, and mature enough
to be immediately useful for conducting content analyses. The querying
prototype presented earlier has to be merged into the AmCAT navigator
to make the coding results easily accessible. This creates the infrastruc-
ture needed for easy and productive Semantic Network Analysis.

The first step towards creating a shared repository is already being
taken at the Vrije Universiteit Amsterdam in cooperation with the Uni-
versity of Amsterdam. As described above, Semantic Network Analysis
studies conducted previously at these universities have yielded a num-
ber of Semantic Network data sets. By merging these data sets into a
single repository and by opening it up to the public, we can show the
feasibility and merits of working towards such repositories. Addition-
ally, the AmCAT implementation at the Vrije Universiteit needs to be
converted into an open repository, where interested scholars can create
new data sets and re-analyse existing data. This makes it very easy for
an interested scholar or research group to start working with Semantic
NetworkAnalysis, as AmCATprovides a sophisticated infrastructure for
coding and analysing data without needing initial investments in setup
and hardware.

Creating large, shared Semantic Network data repositories produce a
number of advantages. Substantively, such repositories are immediately
interesting, because the size allows for testing models that are too com-
plex to be tested on the individual data sets. Moreover, because the data
will be from different time periods or events, the conclusions are easier
to generalise.

If the repositories contain the original texts from which the networks
were extracted, it can also be a great boost to the automatic extraction
techniques described earlier, as these techniques can be improved by us-
ing more training data. Moreover, the fact that these repositories contain
the networks from different time periods, domains, or even languages,
makes it possible to determine the generalisability of the methods used
for extraction.

The biggest advantage offered by large, shared repositories, however,
is that it enables a new way of analysing communication. Concepts from
research questions of theories can be operationalised as queries which
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have clear semantics. This makes it easy to adopt, refine, and compare
operationalisations, and duplicate research. Refined operationalisations
can be immediately tested on the existing data, and existing operational-
isations can be used easily on new data. Additionally, the existence of
large, shared repositories allows new or refined theories to be tested im-
mediately, without having to redo coding with an updated codebook.
This makes it easier to conduct research by utilising scarce resources
more efficiently.

Finally, because Semantic Network Analysis data allow different re-
search questions to be answered on the same data, it allows for different
theories or models to be tested simultaneously, in the spirit of the Multi-
Level Multi-Theoretical framework for network communication studies
(Monge and Contractor, 2003). Testing competing hypotheses can shed
light on which hypothesis is better able to explain the data, and testing
complementary hypotheses can give a better overall explanation of the
data; both increase our knowledge of communication processes and ef-
fects in ways that studies that stay within a single theoretical framework
cannot provide.

If the automatic extraction of Semantic Networks can be improved to
make sophisticated analyses possible for awider variety of research ques-
tions, domains, and languages, it will become easier to analyse large bod-
ies of communication, making it possible to test more complex models
of the interaction between the message and its social context. Addition-
ally, it makes it possible to investigate current events in time to provide
a useful contribution to the public debate. Moreover, the formal repre-
sentation and querying of Semantic Networks makes it possible to reuse
data sets for different research questions and to share and combine data
sets between research groups. This creates the opportunity for commu-
nication analysts to create large, open repositories with transparent defi-
nitions of the data and the queries used for analysis. This can be a large
benefit to the communication analysis community, by making it easier
to compare, test, and refine theories and hypotheses. This thesis has
brought these goals a step closer.
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Samenvatting (Dutch Summary)

In onze democratie spelen de media een belangrijke rol als podium en
recensent voor het politiek schouwspel. De meeste informatie over poli-
tieke actoren en thema’s komen de kiezers via de media te weten. Het
is dus van groot belang om te begrijpen hoe de media functioneren en
welke invloed zij— bedoeld of onbedoeld—uitoefenen op de gedachten
en handelingen van het publiek.

In de sociale wetenschappen wordt het onderzoeken van de inhoud
van communicatieboodschappen, zoals televisie-uitzendingen of kran-
tenartikelen, inhoudsanalyse genoemd. In de kwantitatieve stroming be-
staat deze inhoudsanalyse doorgaans uit het bepalen van de frequen-
tie van interessante variabelen, bijvoorbeeld hoe vaak de verschillende
politici worden genoemd, of hoe vaak de berichtgeving op een bepaalde
manier geframedwordt.

Alhoewelmet deze handmatige en ‘thematische’ inhoudsanalyse suc-
cesvol onderzoek is gedaan, kleven er ook een aantal nadelen aan. Hand-
matige inhoudsanalyse is arbeidsintensief, en daardoor duur en tijdro-
vend. Een ander nadeel is dat de verzamelde gegevens vaak zeer nauw
aansluiten op de onderzoeksvraag. Dit maakt het moeilijk om gegevens
opnieuw te gebruiken: als bepaalde thema’s of frames op een bepaalde
manier geteld zijn, is het niet mogelijk deze tellingen te gebruiken voor
een andere of zelfs een enigszins gewijzigde onderzoeksvraag.

Zoals beschreven in hoofdstuk 2 is een alternatieve methode voor in-
houdsanalyse de semantische netwerkanalyse. In deze methode wordt
niet volstaanmet het tellen van bepaalde thema’s, maarwordt elke bood-
schap ontleed in een semantisch netwerk van relaties tussen de relevante
actoren en onderwerpen: wie steunt wie, welke standpunten worden in-
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genomen, gaat het goed met de actoren en hoe ontwikkellen de issues
zich? Aan de hand van deze semantische netwerken wordt vervolgens
de oospronkelijke onderzoeksvraag beantwoord, bijvoorbeeld hoe vaak
het nieuws op een bepaalde manier geframedwordt.

Door deze loskoppeling van tekstanalyse en onderzoeksvraag, met
het semantisch netwerk als ‘halffabrikaat’, is het mogelijk om verschil-
lende onderzoeksvragen te beantwoordenmet dezelfde gegevens, of ge-
gevens die in verschillende onderzoeken zijn verzameld te combineren
tot grotere databestanden. Dit biedt een efficientievoordeel en maakt
het makkelijker om grote databestanden te ontwikkelen en verschillende
theorieën direct te vergelijken op basis van deze bestanden.

Ook semantische netwerkanalyse heeft echter nadelen. Ten eerste is
het handmatig extraheren van de netwerken uit teksten een nog grotere
inspanning dan handmatige thematische analyse. Daarnaast is het in de
praktijk vaak lastig om bestaande netwerken te koppelen, omdat de acto-
ren en onderwerpen in die netwerken vaak niet overeenkomen: nieuwe
issues komen op, politici veranderen van rol en partij, nieuwe partijen
worden gesticht en ontbonden. Tenslotte is het analyseren van semanti-
sche netwerken vaak een complexe bezigheid, wat het moeilijker maakt
om deze methode in te zetten.

De drie inhoudelijke delen van dit proefschrift beschrijven een aantal
methoden en technieken die zijn ontwikkeld om deze nadelen van se-
mantische netwerkanalyse te verminderen. Deze technieken zijn ruw-
weg onder te verdelen in extractie (deel II), representatie en bevraging
(deel III), en systeembeschrijving (deel IV).

Voor de extractie van semantische netwerken zijn een aantal tech-
nieken uit de computerlinguïstiek gebruikt om het automatisch extra-
heren van netwerken te vergemakkelijken. Hoofdstuk 5 kijkt naar hoe
het samen voorkomen (co-occurentie) van actoren en onderwerpen kan
worden gebruikt als een eerste ‘associatief’ semantisch netwerk. Dit
wordt geïllustreerd met een toegepast onderzoek naar de berichtgev-
ing over Islam en terrorisme. Dit toont aan dat op een relatief simpele
manier associatieve netwerken geëxtraheerd kunnen worden uit grote
verzamelingen teksten, en dat die netwerken interessante inzichten kun-
nen opleveren over die teksten.

In hoofdstuk 6 wordt dit verrijkt door de grammaticale analyse van
zinnen te gebruiken om een onderscheid te maken tussen bron, hande-
lende actor, en lijdend voorwerp. Een case study laat zien dat deze in-
formatie gebruikt kan worden om de media-autoriteit van actoren te on-
derzoeken. De betrouwbaarheid van deze methode wordt gemeten door
op zowel meet- als analyseniveau een vergelijking te maken tussen de
automatische analyse en een eerdere handmatige analyse. Hieruit blijkt
dat, alhoewel de techniek zeker nog verbeterd kan worden, de betrouw-
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baarheid op analyseniveau hoog genoeg is voor onmiddelijk gebruik in
de sociale wetenschap.

Ten slotte wordt in hoofdstuk 7 door gebruik van machine learning op
basis van bestaande gegevens de lading (positief – negatief) van de re-
latie bepaald. Dezemethode blijkt de handmatige analyses redelijk te be-
naderen enwerkt significant beter dan een simpelere ‘baseline’ methode.
Ook in een aantal concrete case studies heeft de methode een goede corre-
latie met de uitkomsten van een handmatige analyse, en in de meeste
gevallen is de correlatie hoog genoeg om op de resultaten te kunnen
vertrouwen voor automatische inhoudsanalyse.

Naast de extractie kijkt dit proefschrift naar het representeren en bevra-
gen van de geëxtraheerde semantische netwerken. Hoofdstuk 8 beschrijft
hoe de taal RDF van het Semantische Web gebruikt kan worden om
zowel het semantisch netwerk zelf te representeren als de benodigde
achtergrondkennis om dit netwerk te analyseren. In die achtergrondken-
nis staat bijvoorbeeld van politici wanneer ze lid waren van welke partij
en welke functies zij vervulden. Van de onderwerpen is opgenomen tot
welke hoofdonderwerpen ze behoren.

Hoofdstuk 9 beschrijft een relatief simpele ‘querytaal’ waarmee on-
derzoekers of geïnteresseerden het semantisch netwerk kunnen bevra-
gen om bepaalde patronen te zoeken. De resultaten hiervan kunnen
getoond en gevisualiseerd worden op zowel geaggregeerd niveau als op
het niveau van de oorspronkelijke artikelen waarin het patroon voork-
wam. De geaggregeerde gegevens kunnen weer gebruikt worden voor
verdere kwantitatieve analyse.

Het laatste deel van dit proefschrift, hoofdstuk 10, bevat de systeem-
beschrijving van de infrastructuur die is ontwikkeld als deel van dit on-
derzoek. AmCAT, de Amsterdam Content Analysis Toolkit, is een sys-
teem om documenten zoals krantenartikelen op te slaan, te doorzoeken,
en te prepareren voor analyse. iNet is een programma voor handmatige
semantische netwerkanalyse dat gekoppeld is aan het AmCAT systeem
om het beheer van grootschalige codeeroperaties te vergemakkelijken en
om te zorgen dat de coderingen gekoppeld zijn aan de documenten en
ontologie in AmCAT.

De verschillende delen van dit proefschrift beslaan een breed scala aan
onderwerpen: extractie van semantische netwerkenmet natuurlijke-taal-
verwerking, representatie en analyse van deze netwerkenmet technieken
uit de kennisrepresentatie, en een concreet systeem voor grootschalige
handmatige en automatische inhoudsanalyse. Samen genomen betekent
dit een belangrijke stap voorwaarts voor semantische netwerkanalyse,
wat het makkelijker maakt om deze techniek in te zetten in de commu-
nicatiewetenschap.
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