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Moore’s law allowed IT vendors to keep 
pace with the lion’s share of demand from 
the buying community. Until now.”

TM

“
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Since the beginning of the industrial computing era, systems have been 
designed in a monolithic fashion. Namely, they are, effectively, self-
contained compute, memory, and I/O systems “in a box.”

Although those “boxes” stretch out internally and externally, and although 
the capabilities of those elements and connections have ridden the 
technology advancement wave, fundamentally, they continue to operate 
the same old way. Data lives on some storage device; it is fed into memory 
where it is processed, and the pattern is reversed.

Thus, to accommodate more of anything—more users on the system, more 
data to process, more transactions, faster processing, etc., the industry has 
responded by constantly developing bigger, faster, more capable systems
… that still remain largely monolithic.

As systems became more crucial to the operation of various business 
functions, secondary or redundant (highly available) systems were required. 
Enter the era of “clustering”—namely, where one monolithic system can 
take over for another monolithic system should a failure occur.

Clusters have grown in sophistication and size (as have their monolithic 
FRPSRQHQWV���EXW�WKH\�UHPDLQ�FRPSDUDWLYHO\�VPDOO�DQG�FRQÀQHG�ZKHQ�
compared with the alternative approach—grid.

HISTORY

Traditional computing architectures have been based about 99% on 
monolithic systems clustered together to form larger virtual systems or to 
create a system designed for a higher level of availability. These very architec-
tures are hampering the mobility and dynamism that virtualization enables. 
For virtual environments to reach their full potential, infrastructure must move 
beyond monolithic clustered architectures to far more extensible grids.

ABSTRACT



Page 5Virtualization and the Case for Universal Grid Architectures 

© 2012 by The Enterprise Strategy Group, Inc. All Rights Reserved.

Moore’s law has meant that we have been able to effectively 
double our capabilities (processing and capacity capabilities 
anyway, not I/O) every 18 months. That doubling has, by and 
large, allowed IT vendors to keep pace with the lion’s share 
of demand from the commercial computing buying 
community.

Until now.

Monolithic architectures, either clustered or standalone, have 
KLVWRULFDOO\�EHHQ�ÀQLWH�DQG�VWDWLF��7R�H[HFXWH�DQ�DSSOLFDWLRQ�
on a system, one must run that application on that system. 
7KH�V\VWHP�LV�FRQÀJXUHG�ZLWK�DQ�RSHUDWLQJ�V\VWHP�
(overall stack controller) and applications beneath that OS. 
7KH�DSSOLFDWLRQV�H[HFXWH�XQGHU�ULJLG��VSHFLÀF�FRQGLWLRQV�
directly related to that OS and that infrastructure stack.

In such a situation, clustering is normally relegated to 
having System A take over the application workload of 
System B if and when System B goes down. The process 
happens in many different ways, but basically, that’s it. 
Sometimes, we have more than a 1:1 cluster relationship—
sometimes we can have 4:1 or even 8:1. But we never have 
1,000:1 or more.

As long as the world was comfortable in the knowledge 
that an application could only execute under those physical 
SDUDPHWHUV��FOXVWHULQJ�KDV�EHHQ�ÀQH��

Virtualization changes all of that.

THE PROBLEM EXPOSED: VIRTUALIZATION
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Today, server virtualization has allowed customers to make one physical stack 
of hardware appear to the OS/application environments as many individual 
VWDFNV��DOORZLQJ�PXFK�EHWWHU�KDUGZDUH�XWLOL]DWLRQ��HIÀFLHQF\��HWF�

Building an N-node cluster of individual hardware stacks with high availability 
LV�JUHDW��,W�HQDEOHV�PXFK�EHWWHU�RSHUDWLQJ�HIÀFLHQF\��2IWHQ��XVHUV�FDQ�HOLPLQDWH�
many of their previous smaller stacks of kit and push all their application 
environments onto virtual machines. 

%XW�WKH�DSSOLFDWLRQV�UHDS�QR�EHQHÀW³DFWXDOO\��WKH\�RIWHQ�ORVH�EHQHÀW³
by doing this. You save money on hardware and operations, but your 
applications don’t perform better. Nor do they become more available or 
scalable on virtual hardware than they would on their own dedicated 
hardware. This is simple reality.

VIRTUALIZATION TODAY 
AND WHAT IT BROKE 

“Users can push all their application environments 
onto virtual machines, but the applications reap 
no benefit. Actually, they often lose benefit.”
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“Today, an Exchange 
instance may exist 
unknowingly beside 
18 other apps that 
may alter their 
behavior and affect 
that poor Exchange 
instance. Only now, 
the admin is likely 
unable to take 
corrective action 
easily.”

Visibility: We have none. When Exchange was the only 
thing that ran on a physical stack and we had a prob-
lem, we knew where the problem existed: inside that 
self-contained unit of computing. It was an imperfect 
science, but we knew the problem had to be there.

There could certainly be interdependencies outside of 
that stack: The network could be screwed up by another 
system or switch port, or remote calls to other systems/
databases could be hosed up by those systems, etc. But 
no interdependencies existed within it. Thus, if tuning, 
optimizing, or problem solving was required within that 
operating environment, it was possible to solve the 
problem.

Today, that same Exchange instance exists unknowingly 
EHVLGH����RWKHU�([FKDQJH�LQVWDQFHV��QH[W�WR�ÀOH�VHUYLQJ�
apps, rendering apps, etc. Any of them may suddenly 
alter their behavior and dramatically affect that poor 
Exchange instance. Only now, the Exchange adminis-
WUDWRU�LV�PRVW�OLNHO\�XQDEOH�WR�ÀQG�WKH�FDXVH�DQG�WDNH�
corrective action easily. 

Compound this situation with the possibility of external 
interdependencies (tied to the database server, the 
network, etc.), and the complexity of the overall system 
can increase by orders of magnitude. This is where we 
ÀQG�RXUVHOYHV�WRGD\�

What are the application-related 
problems we face in a virtualized 

world?
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I/O: Today, IT can “containerize” an application with an 
operating system to create a virtual machine that 
executes on a physical server. The server’s processor, 
memory, and other resources are partitioned or 
provisioned to accommodate each virtual machine as 
long as the resources exist.

Because most data is now housed externally in virtual 
environments, those environments create I/O-related 
interdependencies on each other. If one physical 
server contains ten virtual machines vying for data 
access on one physical disk array, the likelihood of varied 
and unpredictable I/O clearly arises. And it is causing 
performance problems throughout the industry today. 

How does the industry respond? By making already-
expensive arrays even more expensive—adding 
KLJKHU�SHUIRUPLQJ�FRPSRQHQWV��VXFK�DV�ÁDVK��DV�D�WLHU�
or a cache. And when you think about the intent of 
server virtualization, such activities bring about the exact 
opposite consequences that were intended—namely, 
better asset utilization and lower costs.

$OO�ZH�GLG�ZDV�VKXIÁH�WKH�SUREOHP��6HUYHU�FRUHV�DUH�
cheap and getting cheaper, but storage is actually 
EHFRPLQJ�PRUH�H[SHQVLYH��:H�DUH�WU\LQJ�WR�À[�WKH�
SUREOHP�WKH�VDPH�ZD\�ZH�À[HG�PRQROLWKLF�
infrastructure problems: Make it bigger and faster … 
DQG�GHVWUR\�ZKDWHYHU�HIÀFLHQF\�DQG�XWLOL]DWLRQ�JDLQV�
we picked up elsewhere.

“If one physical 
server contains ten 
virtual machines 
vying for data access 
on one physical disk 
array, the likelihood 
of varied and 
unpredictable I/O 
clearly arises. 
And it is causing 
performance 
problems 
throughout the 
industry today.”
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Mobility: Virtual machines are not restricted to one 
physical box; they can move. (They must do so holisti-
cally, but they can move.) That capability creates several 
problems, and the biggest ones are I/O related. If it’s 
hard to plan for appropriate I/O capabilities on a single 
physical stack with multiple virtual machines, how does 
one plan for an environment in which virtual machines 
may move across physical boundaries?

A virtual machine that moves to another physical 
machine (because, perhaps, it can get on a much faster 
machine to execute its program, then hop back to a 
slower machine while it’s idle—good idea!) must 
continue to be able to access its data seamlessly. 
Otherwise, that VM is dead.

One big problem (but a boon for industry) is that the 
data must be on a networked device that can 
connect to the VM no matter where it moves. When 
a VM moves, we open ourselves to the same unpre-
dictable I/O issues as before—we can’t control what 
processes other VMs are executing on the new physical 
machine and what their I/O patterns are, nor how they 
will affect us. Very few storage offerings have true QoS 
across every node in the data center, and across 
every VM.

“If it’s hard to plan 
for appropriate I/O 
capabilities on a 
single physical stack 
with multiple virtual 
machines, how does 
one plan for an 
environment in 
which virtual 
machines may move 
across physical 
boundaries?”
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$V�JUHDW�DV�YLUWXDOL]DWLRQ�����LV³DQG�DV�GLIÀFXOW�DV�WKH�
problems it creates are—we are in the “easy” phase. Things 
DUH�JRLQJ�WR�JHW�PXFK�PRUH�GLIÀFXOW�

Fundamentally, we’re in 1972. The mainframe of that era 
was a single big box with a ton of resources that allowed us 
to create virtual machine instances: We carved out some 
UHVRXUFHV�DQG�GHGLFDWHG�WKHP�WR�VSHFLÀF�YLUWXDO�PDFKLQHV��
If one VM/application environment needed more of 
anything and we had more to give, we’d allocate it.

It’s essentially the same as what we do today. But back 
then, we could even do it, to some degree, with I/O.

To summarize the problem: Being able to make one 
physical box look like ten is interesting and compelling. 
Making ten physical boxes look and act like one is far more 
valuable.That is where we are heading.

Today, if you run out of processing capability on your VM, 
you can either give it more cores within your physical 
machine if you have them, or you can move the VM to a 
bigger, more powerful physical machine and let it run on 
WKRVH�FRUHV³WKH�YHU\�GHÀQLWLRQ�RI�PRQROLWKLF�FRPSXWLQJ�

VIRTUALIZATION TOMORROW 
AND WHAT WILL BREAK

“Being able to make one physical box look like ten is 
interesting and compelling. Making ten physical boxes 
look and act like one is far more valuable. 
That is where we are heading.”
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Tomorrow, you will have the ability to distribute, or federate, 
your application processing across cores, across systems, 
across boxes as you need to (and shrink back accordingly)
—all without an application knowing or caring.

Years ago I wrote something to this effect, and I remain 
committed to the concept of “liquid” computing.

In short, we will eventually live in a world where physical boxes 
represent nothing more than carrying containers of valuable 
resources. All the resources in a data center (and conceivably 
beyond) will be pooled, merged, and utilized for as long as 
required, then relinquished back to the pool from which they 
came.

We’ll have a pool of processing capability, memory, cache, 
and I/O from which VM applications will carve out their 
requirements for the job at hand, and then disappear until 
needed again.

We will eventually live in a world where physical 
boxes represent nothing more than carrying 
containers of valuable resources.”

“
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That container idea is not farfetched. We have examples where, 
while not entirely automated, the concept already works.

High-performance computing (HPC) environments have existed for 
years doing just this. A single “job” or application is massively 
parallelized to execute small pieces across thousands of individual 
physical servers, performing a task thousands of times faster than if 
the jobs were executing serially on a single processor.

To the application, it’s one machine—one really big machine with a 
ton of cores.

If you want to span an application executable across physical nodes 
to process, you don’t use a “cluster.” You use a grid.

Know what the bottleneck in HPC environments is most of the time? 
It’s I/O. Because although the compute side may be grid, the 
storage side is normally a big, fast, fat, shared monolithic storage 
instance. Guess what has to change?

Networks used to be monolithic. Many still are. Traits such as 
resiliency can be considered in much the same way as clustering. 
We can fail over links. But most networks remain monolithic. They 
have some big cores and pipes, but when one pipe is overused, 
the system can’t easily move or absorb excess capacity from other 
XQGHUXVHG�SLSHV��7KLV�LV��KRZHYHU��WKH�SURPLVH�RI�VRIWZDUH�GHÀQHG�
networks and other technologies: grow, shrink, and expand across 
pipes and boxes on demand.

GRID—COMPUTE, NETWORK, AND STORAGE
PAST, PRESENT, AND FUTURE
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Grid networking: What do we do today? We add faster, bigger, more 
expensive monolithic boxes. We replace a 1Gb with a 10Gb 
infrastructure—and along the way, we propagate Moore’s law neg-
atively. We adversely increase the amount of unused, inaccessible 
resource bandwidth in our data center, all to provide the few big hogs 
the pipe they need.

6WRUDJH�LV�WKH�ÀQDO�IURQWLHU��:H�DGRSWHG�VWRUDJH�FOXVWHULQJ�VRRQ�DIWHU�
server clustering and never really looked back. Today 99% of all stor-
age arrays are monolithic, two-controller (clustered) boxes. Run out of 
stuff in one box, bring in another, maybe even cluster those together.

Certain storage arrays can support more than two controller clusters 
today, but they are uncommon. And even those tend to just be larger 
clusters—four pairs of two-controller clusters, for example. They are 
still monolithic.

Finally, a grid is a federation of resources, unconstrained by traditional 
architectures. In my grid computing/HPC example, 1,000 servers with 
1,000 network connections being squeezed down through two (or 
eight or 16 or 32) storage controllers only to then connect to 1,000 
disk drives makes no sense. Why aren’t there 1,000 disk controllers, 
virtual or otherwise? Eventually, there will be.

Just as you are restricted to your weakest physical link in a virtual 
environment today, so you shall remain tomorrow.

“What do we do today? We add faster, bigger, more expensive 
monolithic boxes—along the way, we propagate Moore’s law 
negatively, adversely increasing the unused, inaccessible 
resource bandwidth in our data center.”
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A grid is a federation of resources, 
unconstrained by traditional architectures.
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To be able to truly scale to the needs of the virtual machine requirements of the not-too-distant future, 
here’s what the entire IT industry must do:

���6WRS�GHYHORSLQJ�PRQROLWKLF�DQVZHUV�WR�JULG�SUREOHPV��)DFH�WKH�IDFW�WKDW�\RXU�5	'�VKRXOG�IRFXV�RQ�
    leveraging horizontal, inexpensive componentry that has no physical restrictions.

���'HYHORS�\RXU�DSSOLFDWLRQV�WR�WDNH�DGYDQWDJH�RI�PXOWLSOH�SK\VLFDO�FRPSRQHQWV�¬�QRW�MXVW�ELJJHU�
    individual ones.

���%XLOG�LQ�´VHOI�KHDOLQJ�µ�1R�SK\VLFDO�IDLOXUH�RI�DQ\WKLQJ�VKRXOG�HYHU�NHHS�DQ�H[HFXWDEOH�IURP�
    completing its task.

,W·V�DOVR�LPSRUWDQW�WR�UHDOL]H�WKDW�ZH�UHDOO\�DUH�LQ�WKH�ÀUVW�LQQLQJ�RI�WKH�JDPH��6XUH�LW·V�D�QHZ��ELJ�JDPH��
but look at what has happened since 1972. IBM owned commercial computing, but that didn’t stop the IT 
industry from constantly reinventing itself and creating outrageous opportunity and wealth along the way. If 
VMware is the equivalent of IBM in 1972, then who will become the next EMC, Oracle, or NetApp? Who will 
fade away like Digital, Wang, or Prime?

By continuing to develop monolithic infrastructure implementations, we’ve been doing the same thing 
DUFKLWHFWXUDOO\�IRU�PRUH�WKDQ����\HDUV��+LVWRULFDOO\��QR�VLJQLÀFDQW�WUHQG�ODVWV�PXFK�ORQJHU��7KH�WLPH�LV�ULSH�
for an upheaval.

THE BIGGER TRUTH
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